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Abstract

In the context of recognition of free-form objects, which are characterized by range sensor-

generated 3D point clouds, this dissertation addresses two fundamental issues (1) segmentation

of surface meshes constructed over the input point clouds, (2) determination of correspondence

between the Scene and Model point clouds. Many existing recognition systems require uniform

sampling of the Model and the Scene or they assume that these point clouds overlap. This disser-

tation describes the solutions to the segmentation and correspondence problems without resorting

to any of these restrictive assumptions.

Mesh segmentation is an important step toward deriving an efficient representation of the

underlying object and is challenging due to noisy input data. In the proposed approach, curved-

ness, which is a rotation and translation invariant shape descriptor, is computed at every vertex

in the input mesh. Iterative graph dilation and morphological filtering of the outlier curvedness

values result in multiple, disjoint sub-meshes corresponding to the physical parts of the under-

lying object. Results indicate that the algorithm compares well with the existing state-of-the-art

approaches and it provides robust segmentations in the presence of noise.

The second contribution of this thesis is toward the determination of a one-to-one correspon-

dence between the Scene and the Model point clouds during recognition, when the cardinalities

of the two point sets are orders of magnitude different. Formulations for graph enthalpy and the

Gibbs free energy capture the structural nuances between a pair of graphs and the spatial dif-

ferences between the underlying point sets. The desired correspondence is obtained by tackling

a sequence of inexact graph matching problems that optimizes the Gibbs free energy. Results

indicate that the proposed approach outperforms many existing state-of-the-art graph matching

algorithms in dealing with clutter and noise.

The third contribution of this thesis aims at reducing the computational and storage burden

to enable real-time recognition. A graph-based mesh decimation algorithm is proposed to obtain

shape-preserving coarser approximations of a highly detailed 3D surface mesh. A degradation

metric is then derived to link hierarchical decimation with the multi-scale correspondence.
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Chapter 1

Introduction

One goal of computer vision research is to design systems that provide human-like visual capa-

bilities so that a certain environment can be sensed and interpreted to take appropriate actions.

This involves the physical elements of illumination, geometry and image formation as well as

the intelligent aspects of interpretation and understanding. Such a system if efficiently designed,

can find use in a number of applications such as recognition of targets in defense applications,

automated inspection of industrial assembly parts and autonomous vehicle navigation [11, 97].

Toward an efficient design of an automated system for the recognition of rigid, free-form objects

which are characterized by 3D point clouds, this thesis addresses practical issues that arise in the

segmentation and the matching aspects of the problem.

1.1 Automatic Scene Analysis

A 3D point cloud is an unstructured collection of points in the three dimensional space. Such

point clouds are generated using range sensors [112]. As illustrated in Figure 1.1, a3D model

or template of an underlying object is characterized its complete or near-complete unstructured

point cloud. Thescene(test or query data) consists of partial 3D point cloud of a known 3D

object. Aninterpretationof the scene is then defined as knowingwhichmodel is locatedwhere

1



  
(a) Model (Template): Complete or
near complete 3D point cloud

(b) Scene (Test or query data)
Partial 3D point cloud

Figure 1.1: Scene and the model point clouds are sampled at different points in time, therefore the
point sets are non-overlapping i.e., no two points correspond to the exact same location in the 3D
coordinate space. Also, due to sensor inaccuracies the point clouds may be noisy. Recognition
of the scene involves (1) classification of the scene as an instance of the stored object model (2)
determination of orientation parameters that would align the scene with respect to the identified
model (3) determination of one-to-one correspondence between scene and model points

 

Sensed Data 
(Intensity, Range,…) 

Representation 
Module 

Model Database 
 

Object1 
      Object2 

 
 

Recognition 
Module 

Verification 

Analytic Representations 
CAD Models 

 

Position and 
Orientation of 
Sensed Data 

Object5 

Real time processing 

Off-line processing 

Figure 1.2: Components of a 3D vision system for representation and recognition. For the auto-
mated recognition system to be powerful, the representation and the recognition phases must be
designed to work in tandem.
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in the scene. Such an interpretation binds the entities in the scene to the models that we al-

ready have the knowledge about. Efficient interpretation of a scene requires the solution to three

sub-problems. The first problem deals withclassification, wherein the scene is classified as an

instance of a stored object model. The second problem involves the determination of the orien-

tation parameters (rotation, translation) that would align the scene with respect to the identified

object model. The third problem involves the determination of the location of the scene within

the identified model. Classification, orientation determination and localization together consti-

tute the problem ofobject recognition.

Scene analysis is indeed a difficult problem, as the recognition system needs to draw useful

inferences from a point cloud, which in itself is not very informative. Therefore, instead of using

a raw point cloud based information for recognition purposes, a rich, meaningful description of

the object’s shape/composition and connectivity information between differentpartsin the object

is extracted from the point cloud data. This constitutes the task of objectrepresentation.

Stated succinctly, the design of a computer vision system involves a two stage processing:

1. Representation: The objective is to derive a rich, compact yet meaningful description of

the object for efficient storage and for fast and accurate retrieval during recognition.

2. Recognition: The derived spatial and geometric descriptions of the partial point cloud from

the scene are compared with stored models of objects in order to identify what is present

in the scene. As mentioned before, this involves the tasks of classification, determination

of alignment parameters and localization.

Figure 1.2 illustrates the various steps involved in building such a recognition system. A good

representation scheme is required for efficient recognition since a poor representation scheme will

put a heavy burden on the recognition system when it attempts to retrieve corresponding object

models from the database, and there exists a very high possibility of incorrect retrieval/match.

3



(a) Colors on the vertices correspond to different
curvedness thresholds intervals

(b) Segmentation using proposed algorithm

Figure 1.3: Curvedness [19] is a rotation, translation invariant shape descriptor which is popu-
larly used for object representation/recognition. In (a), the vertices have been partitioned into
three categories corresponding to three different curvedness threshold intervals. As shown in (a),
the known segmentation approaches result in small fragments of connected vertices as opposed
to regions representing the physical parts of the underlying object. Panel(b) illustrates a more
practical segmentation.

1.1.1 General Challenges in 3D Object Recognition

For representation purposes, the point cloud is often triangulated and the resulting mesh (sur-

face/volumetric) is used to obtain geometric descriptions of the underlying object. The intense

research in the field of object recognition over the past two decades or so reflects the importance

of certain representation and recognition challenges that need to be addressed by any vision sys-

tem. We discuss below some emerging challenges that are of interest to us:

1. Object shape characterization in the presence of noise: In three dimensions, noise causes

the perturbation of the data points. For the representation scheme to be effective, such point

clouds need to be pre-processed to remove noisy artifacts, prior to computation of shape

features. Also, it is a challenging to compute shape descriptors fairly accurately from

surface triangulations and the inability to do so may result in an unreliable segmentation

and representation as illustrated in Figure 1.3(a).

2. Model and Scene Description: Most existing vision systems represent a 3D object model

as a collection of multiple 2D views. Also, the scene is a certain 2D view of the underlying
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object or alternatively it is a projection of 3D data onto the 2D space. The recognition

process in such vision systems, also referred to as view-based recognition [107, 97], in-

volves classifying the 2D scene data as an instance of one of the 2D views in the model

and further, determining the orientation of the scene with respect to the 2D model view.

Although image-based approaches simplify the task of recognition, they struggle to ad-

dress some other major issues such as sensitivity to lighting conditions. Object centered

representations [97] on the other hand, are highly sensitive to noise.

3. Size of the object Database: Efficient retrieval i.e., accurate indexing into the database

and classification of the scene as an instance of the stored object model, is strongly linked

to the description and the organization of a model as a set of connected entities. Model

databases for real-world applications contain tens of thousands of models. The matching

cost increases as more and more models get added to the database because the input scene

representation needs to be matched with all object models present in the database. Thus,

there is an increasing need for the development of efficient pruning strategies and imposi-

tion of geometric constraints to enable real-time recognition.

4. Learning: Most all existing vision systems use a pre-compiled database of models for

recognition of the input scene data. A system breakdown occurs when the scene is not

an instance of one or more of the object models stored in the database. Ideally, a vision

system needs to be able to learn from a new input as well as from the models in the ex-

isting database. For this to happen, the system must be able to learn the description of

the unknown object and in addition, have the ability to represent and store such modeling

information, not originally present in the object database. Noise is another issue that the

existing vision systems have been grappling with; a failure to recognize noisy instances of

models already present in the database.
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5. Articulated vs Rigid Objects: Rigid objects such as a tea-pot haveimmovable parts. Con-

versely, objects with movable parts are referred to as articulated objects. In addition to

these two categories, there exists a class of deformable objects which are purely non-rigid.

While it is fairly straight forward to recognize articulated objects i.e., by incorporating

the possible ranges of movement for the part(s) of objects that is (are) movable into the

representation scheme, the representation and recognition of deformable objects is a very

challenging problem.

6. Recognition Methodologies: An important step in recognition is the determination of cor-

respondence between the scene and the model data points. While this problem is trivial

when the scene point cloud provides a complete description of the underlying object, it

is challenging when the scene provides only a partial description of the object of inter-

est. Most existing systems assume that the scene and a subset of the points in the model

overlap. In reality, different sensors can lead to different samplings of data points, and

under such circumstances, the existing systems would fail to function. Also, the known

matching strategies are either spatial or structural, but not both. The graph-based structural

approaches [40, 71, 54, 12, 72], are highly sensitive to noise and perform well as long as

the scene and the model graphs have the similar number of points. Information theoretic

approaches [56, 88, 106], on the other hand, do not attempt to match the implicit structure

connecting the data points i.e., matching is performed purely in the feature/spatial domain.

1.2 Proposed System

1.2.1 Assumptions

We are interested in the recognition of rigid, free-form objects described by 3D point cloud

data. However, the study does not include statistically defined shapes such as textures, fractals

or other objects such as trees and bushes. We restrict ourselves to scenes containing partial,
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uncluttered point clouds of a single object. We assume that the model exists in the database prior

to recognition. Also, we assume that the scene or the model point clouds are not sparse. But we

do not assume that these point clouds are (1) uniformly sampled or, (2) overlapping.

1.2.2 System Design

There are a number of processing steps involved in our recognition system and they can be di-

vided into two stages: model construction and recognition. During the model construction stage,

the following steps are carried out (i) acquisition of a complete or near complete point cloud

of an object using range sensors (ii) construction of a triangular mesh using the commercially

available software,Point2Polys(iii) conversion of a non-manifold mesh into the corresponding

manifold surface (iv) Partitioning a manifold mesh into multiple, disjoint sub-meshes using a

graph-theoretic segmentation algorithm (v) building a graph-based representation using the sub-

meshes identified in (iv).

During the recognition stage, a partial point cloud of an object is presented to the system.

Given the sensed data, the following actions need to be taken (i) classification of the scene using

its representation (ii) estimation of the rotation and the translation parameters that would align

the scene with respect to the identified model (iii) determination of correspondence between the

scene and the identified model. The performance of the recognition stage, in terms of its accuracy

and speed, essentially determines the usefulness of the system in real-world situations.

1.2.3 Challenges Considered

We address the following important issues related to the design of a recognition system for rigid,

free-form 3D objects obtained from unstructured point clouds:

• Given a 3D surface mesh constructed over the point cloud of an underlying object by using

a commercially available software, how can we repair this mesh so that along every edge
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in the mesh there are at most two triangles incident? This problem is considered in Chapter

3 of this thesis.

• How to segment the surface mesh into disjoint sub-meshes such that each sub-mesh corre-

sponds to a certain physical part provided in Chapter 4.

• How to establish a one-to-one correspondence between the scene and a subset of the iden-

tified model points. This problem is considered in Chapter 5.

• How to coarsen model point clouds so that the object of interest can be described by a point

cloud with fewer points. This problem is addressed in Chapter 6.

• How to determine the number of model points required for robust (scene-model) corre-

spondence? A solution is proposed in Chapter 6.

We believe that these issues are inter-coupled in terms of the representation and the recognition

schemes that can be used.

1.2.4 Contributions

Figure 1.4 presents an overview of the approach and a brief description of the modules listed in

the figure is given below. The following are the key features that distinguish our 3D recognition

system from other existing state-of-the-art systems in computer vision:

• Conversion to manifold surface meshes: Usually, the 3D surface meshes constructed from

unstructured point clouds are non-manifold due to the presence of topological singularities

caused by human or software induced ‘bugs’ [98]. In this dissertation, we are interested

in repairing surface meshes wherein the reason for a non-manifold behavior is attributed

to the presence of a large number of singular edges i.e., edges along which more than

two triangles are incident. A greedy surface conversion algorithm based on geometry and

topology is presented to convert a three dimensional non-manifold triangulation into the
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Figure 1.4: Outline of the proposed approach for representation and recognition

corresponding manifold surface. Since it is assumed that every vertex is reachable from

every other vertex in the input triangulation, an arbitrary vertex is selected. A seed triangle

incident on this vertex is then identified such that it is asregular [61] as possible and

bears a close resemblance to its neighboring triangles with respect to certain geometric

attributes. The input triangulation is then partitioned into the constituent triangles. The

surface growing process works bystitching[98] optimal triangles along the boundary edges

identified on the grown surface. The growing process terminates when all vertices present

in the original non-manifold triangulation have been accounted for in the new manifold

triangulation.

• Mesh Segmentation[125]: A new graph morphology based segmentation algorithm is pro-

posed to address the problem of partitioning a 3D triangular mesh into disjoint sub-meshes

that correspond to the physical parts of a particular object. Curvedness, which is a rotation

9



and translation invariant shape descriptor, is computed at every vertex in the input trian-

gulation. Every sub-mesh is characterized by a pair of curvedness thresholds which are

adaptively determined The fact that the geometric behavior of a vertex is influenced by its

neighbors allows us to identify vertices with outlier curvedness values. Iterative graph dila-

tion and morphological filtering of the outlier curvedness values result in multiple, disjoint,

maximally connected sub-meshes such that each sub-mesh contains a set of vertices with

similar curvedness values, and vertices in disjoint sub-meshes have significantly different

curvedness values.

• Correspondence determination[123]: In the context of object recognition from point cloud

data, a thermodynamically-inspired graph theoretic algorithm is presented to address the

problem of matching the scene and the model point clouds, when the cardinalities of the

two sets are orders of magnitude different. A thermodynamically inspired objective func-

tion is proposed to capture the structural nuances between a pair of graphs and the spatial

differences between the underlying point sets. The desired correspondence is obtained

by tackling a sequence of inexact graph matching problems that optimizes the proposed

objective function.

• Mesh Decimation[124]: Since the object models contain highly dense point clouds of data

points, not all of which are required for recognition, a shape- preserving mesh decimation

algorithm is presented to obtain approximations of the fine scale surface meshes. The input

mesh is segmented into multiple, disjoint sub-meshes to facilitate decimation. Given a sub-

mesh, various shape clusters are identified and the vertices in those clusters are labeled as

boundary/interior. Shape is preserved by considering only similar-labeled vertex pairs as

candidates for a potential merge. Sub-mesh decimation is realized by merging a vertex pair

that minimizes a certain graph energy based cost function.
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• Model Database: The object model database used to test the strengths of our representa-

tion, recognition and simplification schemes consists of two categories. The first category

consists of simulated point clouds of 8 different objects, specifically created to quantita-

tively evaluate the performance of our proposed algorithms. The second category includes

unstructured point clouds of 15 objects obtained from an online repository.

1.3 Thesis Organization

The rest of the thesis details the key ideas outlined above. Chapter 2 presents the literature

survey of the related work in object recognition and the technical background in graph theory

and classical thermodynamics, required for understanding the rest of the dissertation. Chapter

3 describes the proposed algorithm for conversion of non-manifold triangulations into manifold

surface meshes. In Chapter 4, the motivation for a new segmentation approach is presented and

the proposed graph morphology-based segmentation algorithm is described in detail. The results

of segmentation are then used to derive a two-tier representation scheme for rigid free form ob-

jects. In Chapter 5, motivated by classical thermodynamics, a point cloud matching scheme is

described for the determination of a one-to-one correspondence between a partial scene point

cloud and an identified model point cloud. In Chapter 6, we address the mesh decimation prob-

lem, the solution to which is cast within a graph theoretic framework. In Chapter 7, the proposed

contributions to segmentation, decimation and correspondence problems are summarized and

directions for future work are provided as well.
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Chapter 2

Related Work and Technical Background

A free-form object is assumed to be composed of one or more non-planar surfaces. Typical

examples of free form objects include sculptures, car bodies, human faces and terrain maps [55,

97]. General mathematical properties exhibited by object representation schemes are ambiguity,

conciseness, uniqueness and locality [97].

Ambiguityor completeness measures the representation’s ability to completely define the ob-

ject in the model space.Concisenessrepresents how efficiently or compactly the description

defines the object.Uniquenessis used to measure if there is more than one way to represent

the same object, given the construction methods of representation. If the representation is un-

ambiguous and unique, then there is one-to-one mapping from the object to the representation.

Localityof an object representation is of interest in applications of recognition in the presence of

occlusion. A representation that explicitly reveals local geometrical structure is characterized as

occlusion tolerant and hence is better suited for such applications. However such representations

are generally verbose. The importance of the above mathematical properties depends on the ap-

plication context. In the case of object recognition applications, completeness and compactness

are often sacrificed in favor of uniqueness [32]. The pragmatic issue of performance often makes

such compromises appropriate. Depending on the type of the sensor used to capture the data and

the method of registration, the points on the surface can be in one of the two basic forms. In
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the first case, all points form apoint cloudwhere no connectivity information is known. In the

second case, the data arestructuredvia relationships (e.g., image-plane connectivity) known a

priori in each view [97]. For unstructured point clouds, the default computer representation is a

polygonal mesh.

This chapter surveys the prior art in three important topics of computer vision and visualiza-

tion that relate to this thesis: mesh segmentation, representation, pose estimation and localization

for recognition.

2.1 3D Mesh Segmentation

3D mesh segmentation refers to the problem of partitioning a given 3D triangular mesh into large,

homogeneous, disjoint sub-meshes usually based on certain geometric properties of the vertices

that comprise the mesh. Typically, such meshes are obtained from unstructured point clouds of

underlying 3D objects, which, in turn are generated by range sensors [26]. Examples of applica-

tions that benefit from mesh segmentation include vertex simplification, object recognition and

scene understanding [75]. The success of several existing mesh segmentation algorithms, judged

based on their ability to provide meaningful partitions, can be attributed to the specific appli-

cations for which they have been designed. Over the past decade or two, the problem of mesh

segmentation has received significant attention and numerous algorithms have been proposed to

solve the problem. We have grouped the related work into three categories.

The first category covers methods that use Reeb Graph ideas [20, 109, 110, 49], based on

Morse theory, for segmentation of meshes. A Reeb graph, or a contour tree, represents the

topological skeleton of the underlying 3D object, and uses height functions for determination

of level-set curves. Each such curve represents a vertex in the graph. Segmentation is achieved

by extracting edges that link different pairs of vertices. The main drawback of the basic Reeb

graph approach is the determination of appropriate height functions that would lead to good seg-

mentations. Also, the approach is highly sensitive to noise [109]. Various extensions to this
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Segmentation
Algorithm

Shape De-
scriptors

Perceptual As-
pect

Post Process-
ing Overhead

Stability to
Noise

Basic Reeb
Graph [20]

height func-
tions; Affine-
variant

No No No

Affine-
Invariant Reeb
Graph [109]

height func-
tions; Affine-
Invariant

No No Yes

Medial Axis
Transforma-
tion [48]

radius func-
tion; Affine-
Invariant

No No No

Watershed [75] Total Curva-
ture at every
vertex

No Yes; merging
insignificant
regions

No

Binary Mor-
phology [83]

Curvature at
every vertex

No Yes;conversion
to graphs

No

Fast March-
ing Water-
sheds [111]

principal cur-
vatures

Yes Yes;Merging
small gaps

No

Table 2.1: A comparison of some state-of-the-art mesh segmentation approaches

approach have been proposed, which include: formulation of application dependent height func-

tions [20], the discrete Reeb graphs [110], extended Reeb graphs [49] and affine-invariant Reeb

graphs [109]. The affine-invariant Reeb graphs [109] provide a rotation and translation invariant

segmentation. However, to obtain good results, the authors in [109] suggest that the input mesh

be uniform. Also, [109] does not specifically address the perceptual aspect of segmentation.

The second category covers methods that extend classical segmentation approaches used in

image analysis, to three dimensions. Mangan and Whitaker [75] propose a watershed algorithm

for segmentation. They compute total curvature at every vertex and identify local curvature min-

ima that represent thresholds. Adjacent vertices with uniform curvatures between two minima

are labeled as belonging to the same region. The algorithm is designed to provide good segmen-

tations only for uniform meshes. Rössl et.al in [83] propose a boundary extraction algorithm by

extending binary morphology to three dimensions. They compute curvatures at every vertex in
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the mesh and subsequently threshold them to obtain a binary feature vector. Further, they apply

various binary morphological operators to obtain the skeleton of the feature region. Each skeleton

is then post-processed to obtain a graph-based characterization. The Medial Axis Transformation

(MAT) [48] provides an affine-invariant segmentation but is sensitive to noise [109]. In the planar

case, the medial axis of the shape is a graph defined as the locus of the centers of all maximal

discs contained inside the shape and having at least two points of contact with its boundary.

The third category covers algorithms that perform perceptual segmentation. These algorithms

are based on minima theory that defines a framework for how human perception will decompose

an object into its constituent parts [111]. Essentially, this theory defines boundaries as lines of

negative minima curvature. Wu and Levine in [52] address the perceptual aspect by formulat-

ing an algorithm based on the simulated distribution of electrical charge across the surface of a

mesh. Page et.al in [111] use the principal curvatures as shape descriptors and implement a vari-

ation of the watershed algorithm to identify regions that are bounded by lines of negative minima

curvatures. Table 1 summarizes other key differences among some of these algorithms.

The performance of most of the existing state-of-the-art segmentation approaches is heavily

reliant on the availability of uniformly sampled point clouds [75, 20, 109, 110, 49]. For the

segmentation results to be useful for higher level tasks such as object recognition, it would be

advantageous to develop an algorithm that best mimics the human visual system, in terms of

isolating different physical parts in an object [52, 37]. In Chapter 4, we address the challenge of

segmenting a 3D surface mesh into physical parts [52] without making any assumptions about

the clouds being sampled uniformly. To meet this objective, we consider a graph-morphology

based region growing algorithm which uses curvedness [55, 19, 24], computed at every vertex

in the mesh as the similarity metric for segmentation purposes.
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2.2 3D Object Representation

Representations used in computer vision can be fundamentally classified intoobject-centeredand

view-centeredcategories. Techniques that use an object-centered representation attempt either to

describe the entire 3D volume occupied by the object or use view-independent features of ob-

jects such as corners and straight edges, projected onto a 2D image space, which are ultimately

detectable by various image processing operations. On the other hand, view-centered representa-

tions rely on specifying theappearanceof the object from a single or a set of multiple views and

use features such as silhouettes of a shape that are not intrinsic to an objects. Representations can

also be distinguished depending on whether they use local or global shape descriptors.

Among the object-centered representations are the boundary-based methods, volumetric de-

scriptors and sweep representations (based on generalized cones). [97, 26] present comprehen-

sive reviews of the object-centered representations. The local boundary-based methods describe

an object by lists of faces, edges and vertices. Since polyhedral representations of curved ob-

jects require large amounts of space to adequately approximate them, both planar and quadric

equations were used to approximate them. In [13], surfaces are classified into primitive shapes

such as peak, pit, saddle etc., based on the signs of the gaussian and the mean curvatures. Typi-

cal global volumetric representations include voxels, octrees and superquadrics [26]. In a voxel

representation, an object is described as the union of non-overlapping cubes, where the cubes

occupy positions in a 3D lattice. Octrees describe objects in a hierarchical tree-like structure. A

superquadric representation for an object is obtained by fitting an implicit equation to the set of

data points that describe the object. The limited set of shapes represented by the superquadric

primitives can be extended to represent more complex shapes by adding parameters and defor-

mations to the implicit equations. Such an approach is computationally very expensive.
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Spherical representations for describing 3D objects have a rich history in the vision com-

munity. Ikeuchi and Hebert [35] provide an excellent review of these representations. The rep-

resentations include the class of orientation based descriptors such as extended Gaussian im-

age(EGI), support-function based representations (SFBR), the complex EGI (CEGI), distributed

EGI (DEGI), the generalized Gaussian image(GGI) and spherical attributed image (SAI). In the

EGI representation, it is assumed that the object is evenly sampled into surface patches. At each

surface patch, we define a surface normal with unit mass. The normals are then mapped onto

the unit sphere. The disadvantage of this approach is that it cannot be used for representation

of nonconvex objects, and further, while the representation allows for the determination of the

orientation parameters, the position of the object cannot be determined. The CEGI representation

addresses the latter issue, but it still can handle only convex objects. The DEGI representation can

deal with non-convex objects but it cannot handle occlusion. The GGI representation can handle

convex as well as non convex objects, but fails when parts of the objects are occluded (partial

surface matching). The SAI addresses the shortcomings of many of these earlier spherical rep-

resentations (EGI, DEGI, CEGI). The SAI representation maps points on an object’s surface to

vertices on a quasi-regular tessellated sphere. Local surface characteristics are stored at the ver-

tices of the tessellated sphere that correspond with the vertex point. The surface point to vertex

mapping is determined by deformation of the sphere on the object’s surface. The representation

provides rotational invariance and has to ability to deal with occluded objects. However, the en-

tire representation assumes that the mesh is regular and uniform, which for practical purposes, is

not a realistic assumption.

The view-based approach to 3D object recognition represents an object as a collection of 2D

views. Popular view centered recognition systems include the parametric eigenface technique,

aspect graphs [26], COSMOS (Curvedness Orientation Shape Map On Sphere) [55] and Spin

Images [69, 68]. In the vision system proposed in [55], a histogram of shape index values is used

to characterize the surface curvature of a view. The histogram bins store the amount of area on
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a view that lies within the range of shape index values. During recognition, these histograms are

quickly matched using moments. Their recognition system works well for single object scenes

not containing polyhedral objects. Johnson and Hebert [69, 68], use spin images for recognition

purposes. Their spin images are 2D histograms of the surface locations around a point. The spin

image is generated by using a normal at a point and by rotating a cutting place around the point,

using the normal as the axis of rotation. As the plane spins around the point, the points of inter-

section between the plane and the surface are used to index a 2D histogram. The drawback of

their system is that they assume that the data points describing the object are uniformly sampled.

2.3 Matching Strategies

In the previous section, we discussed various approaches for representing objects. The next step

is the classification and localization of objects that are present in the scene. Recognition is per-

formed by matching features derived from the scene with those stored in the model database. The

popular and important approaches to the recognition and localization of 3D objects are (i) graph

matching (ii) information- theoretic matching (iii) interpretive tree search (iv) hypothesize and

test and (v) Iterative model fitting.

Graph matching approaches [25, 16, 12, 7, 71, 89, 21, 73] capture the structural properties of

objects for ease of recognition. The scene and the model are described using attributed graphs,

where each vertex characterizes a scene or a model feature and the edge between vertices rep-

resents the relation between two features. Graph matching algorithms find the best match by

minimization of the edit distance [108, 54, 66, 85, 74]. The idea behind edit distance is that

it is possible to identify a set of basic edit operations (insertion/deletion) on the set of vertices

and edges in a graph that could make it isomorphic with another graph. Associated with these

operations is a cost and hence, the objective is to find a sequence of edit operations that will

minimize the cost. Other algorithms for graph matching include graph isomorphism [12], sub-

graph isomorphism [54, 66, 81, 103, 118], matching using graduated assignment [40, 82, 104],
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and matching using Markov chains [90]. The scene and the model can alternatively be modeled

by their shock graphs. In [119, 96, 72], recognition is performed by the minimization of the edit

distance computed over the shock graphs. While graph matching algorithms primarily differ with

respect to the implicit graph structures used for matching purposes, recognition by minimization

of edit distance is now a widely accepted paradigm. The edit distance approach has its drawbacks

(i) it is computationally expensive (ii) in its current form, it does not accommodate edge weights.

In [116], earth mover’s distance is used to measure dissimilarity between graphs, which are rep-

resented using a view-centered approach. The advantage of this distance measure is that it can

deal with edge weights as well as noisy data sets.

In the recent past, information-theoretic methods have been extensively used for matching

purposes. Viola and Wells [56] proposed the mutual information (MI) matching approach, to

align the scene image with the model image. They search over a set of possible transforma-

tions to find the transformation that maximizes the mutual information between the scene and the

model. More recently, in [88], an entropic graph approach is proposed to align the scene image

with the model. The advantage of entropic methods is that they can capture non-linear relations

between the features (associated with the scene and the model) in order to improve the discrimi-

nation between poor and good matches. When combined with a highly discriminatory feature set

and reliable prior information, entropic methods have shown very promising results [88, 120]. In

[88, 120], the minimum spanning tree is used as an entropic graph, and it has been shown that

the normalized total length of the MST is a consistent estimator of the entropy.

In an interpretive tree search [18], a search tree is constructed by pairing scene features with

the model features. Instead of searching the entire tree for a complete match, local geometric

constraints such as distance between features are used to prune the search tree. Upon completion

of the search, a global transformation is computed to determine and verify the pose of the object.

In the hypothesize- and test paradigm [18, 26], a transformation from the model’s coordinate
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frame to the scene’s coordinate frame is hypothesized. A set of non-linear equations is formu-

lated to characterize the transformation. The equations are solved in an effort to minimize the

squared error. The resulting transformation is then used to align the scene features with the model

features. The hypothesis is accepted or rejected based on the matching error.

Iterative model fitting [18, 26] is used when 3D objects are described using parametric rep-

resentations. There is no feature computation or correspondence determination between model

and scene features. Object recognition and pose estimation reduce to estimating the orientation

parameters of the model from the scene data, and matching with the stored parametric represen-

tations. Typically, the estimation of parameters is done by solving a set of non-linear equations

in an effort to minimize the squared error.

In Chapter 6, we present a thermodynamically inspired algorithm to determine a correspon-

dence between the scene and the model point clouds by combining the goodness of the graph-

based structural approaches and the entropy-based spatial matching approaches. The maximiza-

tion of the proposed objective function which captures the structural and spatial differences be-

tween point sets, leads to the desired correspondence.

2.4 Mesh Decimation

Laser range scanners and medical imaging devices generate highly detailed models of intricate

3D objects. In order to achieve acceptable processing times, often the original model needs to

be substituted by coarser approximations. Polygonal decimation [33, 60] refers to the problem

of transforming a three-dimensional polygonal model into a simpler version, by reducing the

number of polygons required to represent the underlying object. Therefore, the primary aim of

decimation is to produce a surface approximation which isas similar aspossible to the origi-

nal model. Polygonal decimation algorithms that need manifold triangulations as input, can be

broadly classified as :
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• Multi-pass algorithms: In the vertex decimation algorithm [58, 43, 23], multiple itera-

tions are made over all the vertices present in the manifold surface. During an iteration,

each vertex is a candidate for removal and if it meets the specified decimation criteria, then

the vertex and all triangles incident on it are deleted. The resulting mesh is re-triangulated

to remove holes, generated by the decimation process. The decimation process is repeated

until some termination condition is reached. By far, the most popular hierarchical simpli-

fication algorithms are based on the optimization of certain energy functionals. Most of

these algorithms, also known as iterative edge contraction algorithms [60, 42, 45, 62, 65],

follow a greedyapproach to select the sequence of edge contractions. Each vertex pair

being considered for merging is assigned a cost. Typically, this cost, represents the error

induced as a result of a potential merging of the vertex pair in question. At each iteration,

the lowest cost pair is merged. This leads to a collapse of certain edges and also gener-

ates some degenerate triangular faces which are subsequently removed. The Progressive

Meshes algorithm proposed by Hoppe et al [45, 62] performs iterative contraction based

on the minimization of an energy function, which evaluates the geometric compactness of

the resulting representation.

• Single-pass Algorithms: In [46], Kalvin and Taylor propose a single-pass algorithm that

works by partitioning the surface into disjoint planar patches and simplifying each of the

patches, before re-triangulating them, to obtain an approximation to the input triangulation.

Each patch is determined by selecting a triangular face at random and merging the adjacent

faces until the triangles in the patch can no longer be fit by a plane within some error

tolerance. Degenerate or highly elongated patches are prevented by employing additional

constraints. In a similar approach [29], patches of triangles with nearly parallel normal

vectors are determined. Each of these patches is simplified by merging coplanar or nearly

coplanar polygons into larger complex polygons. Finally, the patches are merged together

to get an approximated version of the input triangulation. While the two approaches appear
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similar at a higher level of abstraction, the difference lies primarily in how the patches are

determined. In [29], Hinker and Hansen define patches based on angles between the

normals while in [46], Kalvin and Taylor define the patches based on the distance to the

plane. In [75], patches are determined in a way such that each patch has a relatively

consistent curvature throughout and is bounded by areas of higher or significantly different

curvatures.

In Chapter 5, we present a graph theoretic approach to hierarchical mesh decimation wherein, in

the context of hierarchical vertex contraction, a cost function based on graph energy is proposed

to identify the optimal vertex pair for merge.

2.5 Graph Theory [34, 64, 92, 63]

An attributed graph AG is denoted byG[(V, Va), (E, Ea)], whereV = {v1, ..., vn} is the set of

vertices andVa = {av1, ..., avn} is the set of attributes associated with the vertices [5, 10, 38].

Note thatavi may represent a single attribute or a set of attributes for vertexvi. Similarly,E and

Ea define the set of edges and the set of attributes corresponding to edges, respectively. When

Ea = φ andVa = φ, which implies that there are no attributes associated with the set of edges

and the set of vertices, respectively, then the attributed graphG[(V, Va), (E, Ea)] can be re-written

simply as a graphG[V, E].

In a directed graph, the edge setE consists of edges connecting ordered pairs of vertices,

while in undirected graphs, the setE contains edges that connect unordered pairs of vertices, i.e.,

in an undirectedgraph,eij = eji, where(vi, vj) ∈ V . Note thateij may also be denoted by

〈vi, vj〉. In an undirected graph, self-loops - edges from a vertex to itself - are forbidden and so

every edge links exactly two distinct vertices. Ifeij is an edge in the graphG, then it implies

that verticesvi, vj are adjacent and are neighbors. For undirected graph, the adjacency relation

is symmetric while for undirected graph, the adjacency relation is not necessarily symmetric.
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Further,eij is said to be incident on the verticesvi andvj.

The degree of a vertex in an undirected graph is the number of edges incident on it. A walk

in G is a sequence of vertices〈v1, v2..., vk〉, k ≥ 1 such that〈vi, vi+1〉 ∈ E for i = 1, 2, ..., k − 1.

A walk without repeated vertices is called a path. A closed walk with no repeated vertices other

than the first and the last one is called a cycle. A graph is connected if there is a path between any

two vertices. A tree is a connected graph without cycles and, when the tree connects all vertices,

it is called a spanning tree. A minimum spanning tree is the spanning tree whose sum of edge

weights are the least among all possible weighted spanning trees for a given graphG.

A complete graph is an undirected graph in which every pair of vertices is adjacent. A bi-

partite graph is an undirected graphG(V, E) in which V can be partitioned into two setsV1 and

V2 such thateuw ∈ E implies that eithervu ∈ V1 andvw ∈ V2 or vw ∈ V1 andvu ∈ V2. That

is, all edges go between the two setsV1 andV2. A matchingM of a graphG(V, E) is a subset

of edges with the property that no two edges ofM share the same vertex. When the cardinal-

ity of matching isb |V |
2
c, the largest possible in a graph with|V | vertices, the matching is said

to be complete or perfect. Aweightedundirected graph is an undirected graph for which each

edge has an associated non-negative real weight, usually computed as the distance between the

corresponding vertices.

A subgraph of a graphX is a graphY such thatV (Y ) ⊆ V (X), E(Y ) ⊆ E(X). If V (Y ) =

V (X), thenY is called a spanning subgraph ofX. Any spanning subgraph ofX can be obtained

by deleting some of the edges fromX. A subgraphY of X is an induced subgraph if two vertices

of V (Y ) are adjacent inY if and only if they are adjacent inX. Any induced subgraph ofX can

be obtained by deleting some of the vertices fromX, along with any edges that contain a deleted

vertex. A clique is a subgraph that is complete.

In an undirected graph, the weight along any edge satisfies the following properties:

1. wij > 0 if eij ∈ E andwij = 0 if eij 6∈ E

2. wij = wji
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Vertex  ρ(vertex) 

1v  (-1,-1,-1) 

2v  (-1,1,-1) 

3v  (1,1,-1) 

4v  (1,-1,-1) 

5v  (1,1,1) 

6v  (-1,1,1) 

7v  (-1,-1,1) 

8v  (1,-1,1) 

2v1v

3v
4v

5v8v

7v
6v

(-1,-1,-1) (-1,1,-1) 

(1,1,-1) 

(1,-1,1) (1,1,1) 

(-1,-1,1) 

(1,-1,-1) 

(-1,1,1)

(a) 

(b) 

Figure 2.1: (a) A cube with eight vertices (b) A possible representation in the three dimensional
space

Thedegreedi of a vertexvi ∈ V in a weighted undirected graphG(V,E) is given by the sum of

weights of all edges incident on vertexvi. Mathematically, this is given as:

di =
∑

vj∈V

wij (2.1)

Given a graphG(V, E) with n vertices, itsweighted adjacency graphA(G) = [wij] is ann× n

matrix with rows and columns indexed byV , whose entries arewij as defined above. Adiagonal

matrix D(G) = diag(di) is ann × n matrix indexed byV and has the vertex degrees along the

24



principal diagonal of the matrix. Theweighted Laplacian L(G) of the graphG is then defined as:

L(G) = D(G)− A(G) (2.2)

A representationρ of a graphG in <m is a mapping fromV into<m. Informally, a representation

is the position of the vertices in anm-dimensional space.

Figure 2.1(a) provides an example of a possible representation for a cube in<3.Here,V =

{v1, v2, .., v7, v8}. A possible mapping forV is given in Figure 2.1(b).

2.6 Thermodynamics [2, 67]

Thermodynamics is the study of energy transformations in systems. A system may be homo-

geneous or heterogenous. The energy interactions in heterogeneous systems are analyzed by

dividing the system into a number of homogeneous components. The state of a system is char-

acterized by its pressureP , volumeV , temperatureT , and compositionn. For a fixed amount

or composition of a substance contained in a system, the state of the system can be completely

determined by any two of the three quantitiesP , V or T . Energy transformations during which

pressure, temperature and volume remains constant are called isobaric, isothermal and isochoric

transformations, respectively.

2.6.1 Enthalpy

The total energy possessed by a substance is called its internal energy,U and is the total kinetic

and potential energy of the molecules present in the substance. According to the first law of

thermodynamics which essentially is the principle of conservation of energy for thermodynamical

systems, the heat content in a system is given by its enthalpyH and is defined as:

H = U + PV (2.3)
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where P is the pressure and V is the volume occupied by the molecules. At constant pressure

during substance conversion, the heat absorbed or produced by the system (or change in heat

content) is characterized by its change in enthalpy∆H.

∆H = ∆U + P∆V (2.4)

In a sense,∆H results due to addition or deletion of bonds during the substance conversion

process.

2.6.2 Entropy

A spontaneous direction of change is one that does not require work to be done to bring about

the change, for instance, for a gas to be confined to a smaller volume some work needs to be

done. Thus, a gas does not spontaneously contract because to do so the chaotic motion of its

molecules would have to take them all into the same region of the container. Gas expansion on

the other hand, is a spontaneous change; it is a consequence of increasing disorder. Spontaneous

changes are always accompanied by a dispersal of energy into a more disordered form and this

is the essence of the second law of thermodynamics. Entropy is a measure of the spatial disorder

of a system. The second law uses entropy to identify the spontaneous changes among those

permissible changes. The entropy of a system increases with increase in temperature. According

to the third law of thermodynamics, the entropy change accompanying an physical or chemical

transformation approaches zero as the temperature approaches zero:∆S −→ 0 asT −→ 0.

2.6.3 Gibbs Free Energy

The criterion for spontaneous change is defined by the Gibbs free energy, which at constant

temperature is given by:

∆G = ∆H − T∆S (2.5)
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H 

T 

 

S 

T 

(a) Change in Enthalpy as a function of temperature (b) Change in Enthalpy as a function of temperature
 

G 
T 

For systems undergoing 
non-spontaneous change 

For systems undergoing 
spontaneous change 

(c) Change in Gibbs energy as as function of temperature

Figure 2.2: Variations in∆H, ∆S, ∆G as a function of temperature T. Observe that as the tem-
perature decreases and tends to zero,∆H, ∆S, ∆G approach zero, leading to an equilibrium. At
equilibrium i.e., whenT = 0, ∆H = 0, ∆S = 0, ∆G = 0. Note that∆G must necessarily be
less than zero for the reactions to be spontaneous or feasible.

The variations in enthalpy, entropy and Gibbs energy as a function of temperature T is shown in

Figure 2.2. Since the entropy is always positive, it follows that the free energy decreases with

increase in temperature, while the pressure is maintained constant. The free energy decreases

most sharply when entropy of the system is large. Thus, entropic contributions are dominant at

very high temperatures.
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2.6.4 Thermodynamics of Heterogeneous Systems

A heterogenous system consists of more than one substance. For such systems, the Gibbs free

energy is given by:

∆G = µ1∆n1 + n1∆µ1 + µ2∆n2 + n2∆µ2 + ... + µj∆nj + nj∆µj (2.6)

subject to the constraint that

n1 + n2 + ... + nj = n = const (2.7)

Here,nj, µj represent the composition and the partial Gibbs’ energy (or chemical potential) of

thejth component,

µj =

(
∆G

∆nj

)

P,T,n′
(2.8)

Essentially,µj is the contribution of thejth component toward the∆G of heterogeneous system.

Mathematically speaking, the partial Gibbs energy of a component is the slope of the total Gibbs

energy of the system with respect to the amount of substance of interest.

Due to the Gibbs-Duhem equation, which states that under conditions of constant temperature

and pressure

n1∆µ1 + n2∆µ2 + ... + nj∆µj = 0 (2.9)

the Gibbs free energy is then given by:

∆G = µ1∆n1 + µ2∆n2 + ... + µj∆nj (2.10)

2.6.5 Phase Diagram: Relationship between Pressure and Temperature

Physical changes in a system are often analyzed using the phase diagram. As illustrated in Fig-
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Figure 2.3: Let the system be in equilibrium at point (a). When pressure is applied to such
a system, the equilibrium is disturbed. It can be restored by changing the temperature of the
system. Thus the system moves to point (b)

ure 2.3, when pressure is applied to a system in which two phases are in equilibrium, the equi-

librium is disturbed. It is then restored by changing the temperature. Thus, there is a relationship

between pressure and temperature that ensures that they system remains in equilibrium as either

parameter is changed and is given by the Clapeyron equation:

dP

dT
=

∆trsS

∆trsV
(2.11)

Here,∆trsS, ∆trsV are the entropy and volume changes associated with the phase transition.

2.6.6 Efficiency

Carnot efficiencyη is defined as the maximum efficiency obtained when heat energy input to a

system gets converted into work and is given by:

η =
Ti − Tf

Ti

(2.12)

whereTi is the initial temperature andTf is the final temperature.
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2.7 Conclusions

In this chapter, we presented a review of the prior art concerning mesh segmentation, decima-

tion, object representation and recognition. In the next chapter, we will present an algorithm for

repairing triangulations containing a large number of topological singularities. In Chapter 4, we

will present a new graph morphology based segmentation algorithm which can effectively deal

with noisy point clouds. The proposed approach does not require an explicit pre-processing step

for the removal of noisy artifacts. The sub-meshes resulting from the segmentation are then used

to derive a two-level representation scheme. In Chapter 5, a graph theoretic mesh decimation

algorithm is presented using the notion of the Laplacian of a graph and its energy. In Chapter

6, ideas from classical thermodynamics are applied to obtain robust correspondences for noisy

scenes, for scenes with missing data and for scenes consisting of multiple parts.
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Chapter 3

Conversion from Non-manifold to Manifold

Surfaces

Three dimensional triangulations are a popular choice for representing underlying objects primar-

ily because they provide easy solutions to a given application problem [13]. The applications

span many research disciplines, from computer aided design and computer aided manufacturing

to computer graphics and computer vision. Triangulations are non-manifold due to the presence

of topological singularities caused by human or software induced ‘bugs’ [98]. Algorithms that

strictly need manifold triangulations for processing can have undesirable results when used on

non-manifold surfaces. Examples of typical algorithms that fail to work on non-manifold sur-

faces include the algorithms for vertex decimation, surface compression, surface smoothing and

rapid prototyping [98]. For the purposes of reliable 3D object representation and recognition, a

geometric modeling system must deal with such topological singularities to enable an efficient

description of the underlying objects. In this dissertation, our particular interest is in 3D triangu-

lations with a large number of topological singularities caused by the presence of singular edges,

i.e., edges along which more than two triangles are incident. Further, we assume that the un-

derlying surface is smoothly curving concave or convex. To address the problem, we propose a

surface growing algorithm that uses topological as well as geometric characteristics to generate a
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manifold surface.

The general approach for generating manifold surfaces from non-manifold triangulations involves

the following steps:

1. Decomposition to simpler parts: Triangulations are ‘cut’ along the geometric elements

(vertices, edges, faces etc.) where singularities occur [42, 98]. Such a decomposition

results in singularity free components.

2. Stitching: Some of the components obtained in step (1) are grouped together at the geo-

metric elements where singularities occur [98].

The algorithm presented in this chapter directly builds on the approach proposed in [98]. Guéziec

et.al in [98] present a manifold surface conversion algorithm purely based on the topology. In

their algorithm, the input triangulation is cut along singular edges. Stitching along the identi-

fied boundary edges results in a manifold surface. Also, the stitching process ensures that the

boundary edges do not become singular. However, by their approach there can be many possible

manifold surfaces, not all of which represent the underlying surface geometry. While following

their overall approach of cutting and stitching, we employ additional geometric constraints for

the selection of optimal triangles to stitch along the boundary edges. We have observed that such

an approach, that of combining topology with geometry for stitching purposes, yields a manifold

surface that is more representative of the underlying object geometry.

We now present an outline of our algorithm. To initiate the surface growing process, an ar-

bitrary vertex is selected and a seed triangle incident on this vertex is determined based on the

minimization of a cost criterion. The input non-manifold triangulation is then decomposed into

unique triangular faces by cutting along all the edges present in the triangulation. The growing

process primarily involves (1) identification of boundary edges on the grown surface (2) determi-

nation of optimal triangles to stitch along the boundary edges.

This chapter is organized as follows. In Sections 3.1 and 3.2, we provide the definitions

and the necessary background required for understanding the proposed algorithm. The surface
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Singular Edge 

(b) (a) 

Figure 3.1: (a) Example oflonetriangles (b) An example of a singular edge

growing algorithm is presented in Section 3.3. The results obtained by the algorithm are shown

in Section 3.4.

3.1 Definitions

A 3D triangulationT (V, F ) is characterized by a set of verticesV = {v1, v2, ..., vk} and a set

of triangular facesF = {f123, f234, ..., fijk} such that a triangular face is an unordered subset of

three distinct vertices. Every triangular face is said to beincidenton its set of constituent vertices

and corresponding edges [98]. A vertex with no incident triangular face is called alonevertex

and a triangular face is alonetriangle when there are no other triangular faces incident on any of

its edges. Figure 3.1(a) provides an example of three lone triangles.

An edge is asingular edgeif there are more than two triangular faces incident on that edge,

else the edge is said to beregular [98]. The notion is pictorially represented in Figure 3.1(b).

Both the vertices connected by a singular edge are necessarily singular [98]. However, there can

be instances in a triangulation, when all the edges incident on a vertex are regular but the vertex

on which they are incident is singular. Such a vertex is called anisolated singularvertex [98].

Isolated singular vertices are usually created due to holes in the triangulation. A regular edge in
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Figure 3.2: Definition of various parameters for the seed triangle computation.

a triangulation can be either aboundaryedge or aninterior edge. An edge with one and only

one incident face is called a boundary edge, and is an interior edge otherwise. In a non-manifold

triangulation either one of the following conditions are true:

• Presence of singular edges, which implies the presence of singular vertices

• Presence of isolated singular vertices

The algorithm proposed in this chapter is primarily useful in treating triangulations with a signif-

icantly large number of singular edges.

3.2 Shape Computation Basics

Consider Figure 3.2. A vertex in a three dimensional triangulation is represented as a triplet of

coordinates i.e., a vertexvi is denoted byvi = {xi, yi, zi}. A triangle is represented as a triplet of

distinct vertices and is given byfijk = {vi, vj, vk}.
With respect to vertexvi present in trianglefijk, we define two edge vectorseij andeik as:
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Figure 3.3: Shape interpretation of a surface based on dihedral angles

eij = vj − vi andeik = vk − vi. The normalnijk to the triangle is defined as the cross product of

the two edge vectors :

nijk = eij × eik (3.1)

The area of the trianglefijk is then defined as:

A(fijk) = ‖eij × eik‖/2 (3.2)

The dihedral angleβij is defined as the angle between the normals of two adjacent triangles

fijk, filj, computed along the edgeeij. Thus,

βij = cos−1(nijk · nilj) (3.3)

The dihedral angle varies between−180◦ and+180◦.

Figure 3.3 shows various shape interpretations of a triangulation in terms of the dihedral an-

gle. While positive angles represent a locally convex surface, negative angles represent a locally

concave surface and zero dihedral angle implies a locally planar surface. A dihedral angle of

180◦ implies that the underlying surface edge is a sharp edge whereas a dihedral angle of180◦

occurs when the surface folds back on itself [13]. To construct a smooth surface triangulation,

the adjacent triangular faces should have small magnitude dihedral angles, positive or negative,
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which are indicative of gently curving convex or concave surfaces respectively. Since the objects

of interest are free-form,the need for smooth surface triangulations is justified.

3.3 The Algorithm

3.3.1 Assumptions

1. Number of singularities: We assume that the input triangulation has a significantly large

number of topological singularities for removal.

2. Vertex Accessibility: We assume that every vertex isreachablefrom every other other

vertex by walking a certain path along a set of triangular faces. Therefore, we do not deal

with triangulations that have lone vertices.

3. Nature of the underlying surface: The underlying surface is assumed to be smoothly

curving concave or convex.

4. Nature of Point Cloud: We do not assume sparse point clouds. This allows for the selec-

tion of an arbitrary seed vertex during the region growing process.

3.3.2 Seed Triangle Selection: Formulation of the Objective Function

An arbitrary vertex in the input triangulation is selected as the seed vertex. The next step in our

algorithm is the determination of aseedtriangle from a given three dimensional triangulation.

Let {fijk} ⊂ F be the set of triangular faces incident on an arbitrary seed vertexvi. From a

geometric perspective, a seed triangle should have the following characteristics: (i) it should be
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as regular as possible (ii) it should be as similar as possible to the adjacent triangles, which in a

sense, implies that it should be representative of other triangles in the neighborhood. . In order

to achieve the above criteria, we select the seed trianglef̂ ∈ {fijk}, as the one that minimizes

the total costCijk defined below. Suppose, there areI triangular faces incident on the seed vertex

vi . Let the two edges of the trianglefijk that are incident on vertexvi be eij andeik. Further,

suppose, there areJ adjacent triangles along the edgeeij of trianglefijk andK adjacent triangles

along the edgeeik. With respect to each of the adjacent triangles is associated a dihedral angle,

computed alongeij or eik of the trianglefijk. The total costCijk associated with trianglefijk

(incident on the seed vertexvi) is defined by (3.4).

Cijk = ‖eij‖+ ‖eik‖+ | cos(β̂ij)Âij − A(fijk)|+ | cos(β̂ik)Âik − A(fijk)| (3.4)

Here,A(fijk) is the area of the triangular facefijk, β̂ij is the optimal dihedral angle betweenfijk

and asimilar adjacenttriangular face along edgeeij andÂij is the area of the adjacent triangle

that results in the dihedral anglêβij. Similarly, β̂ik is the optimal dihedral angle betweenfijk and

a similar adjacent triangular face along edgeeik andÂik is the area of the adjacent triangle that

results in the optimal̂βik. Therefore,β̂ij andβ̂ik are defined as:

β̂ij = min
J
|βij|

β̂ik = min
K
|βik| (3.5)

Rearranging terms in (3.4), for every triangle, we can associate the total cost in terms of the

cost along its two constituent edges that are incident on the seed vertexvi. This is defined as :

Cijk = ‖eij‖+ | cos(β̂ij)Âij − A(fijk)|︸ ︷︷ ︸
cost(eij)

+ ‖eik‖+ | cos(β̂ik)Âik − A(fijk)|︸ ︷︷ ︸
cost(eik)

(3.6)
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Figure 3.4: Geometric interpretation of the cost criterion

Among all the triangles incident on the seed vertexvi, the seed triangle is the selected to be the

one that minimizes the costCijk.

3.3.3 A Geometric Interpretation of the Cost Criterion

The cost function defined in (3.6) reflects the aforementioned criteria. The norm of the edges en-

sures the regularity of the selected seed triangle. To explain the significance of the| cos(β̂ij)Âij−
A(fijk)| term, consider Figures 3.2 and 3.4.

For a certain triangle to be representative of the other triangles in the neighborhood, the areas

of the two triangles in consideration must be close to each other. Mathematically, this means that,

for two adjacent triangles, incident on edgeeij,

Area(fijk) ≈ Area(filj)

⇒ Area(fijk) = α · Area(filj), α ≈ 1

⇒ 1
2
‖eij × eik‖ = α

2
‖eil × eij‖

(3.7)
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From (3.1) and (3.7), we have:

α‖nilj‖ = ‖nijk‖ (3.8)

From Figure 3.4,‖nilj‖ cos(βij) is the length ofnilj as a projection. One can approximate the

length of this projection with the length ofnijk, for small values ofβ. Therefore, for the areas of

the adjacent triangles to be similarcos(βij) = α ≈ 1. Normally, this is true whenβij is in the

preferred region.

From the cost metric in (3.6), we can conclude that if two triangles have similar areas and

further, if the underlying surface is smoothly curving concave (βij < 0) or convex (βij > 0) ,

then | cos(β̂ij)Âij − A(fijk)| ≈ 0, thereby satisfying one of the more important criteria for the

selection of the seed triangle.

3.3.4 The Algorithm: Greedy Strategy

After selecting the seed triangle for surface growing purposes, the input non-manifold surface

triangulation is decomposed into the constituent triangles. Stitching is essentially a grouping

process [98] in which an optimal triangle is selected tomergealong the boundary edges identified

on the grown surface. Stitching for surface growing involves the following steps:

1. Identification of boundary edges on the grown surface

2. Constraint-based selection of triangular faces to stitch along the boundary edges identified

in step (1)

3. Merging the triangular faces selected in step (2) along the corresponding boundary edges.

4. Updating the boundary edge and the vertex lists after stitching.

Figure 3.5 illustrates the stitching process. Clearly, the key elements of the stitching strategy that

will ensure that the resulting surface is manifold are: (a) identification of the boundary edges (b)

Optimal triangular faces to stitch along the identified boundary edges.
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Figure 3.5: (a) Grown surface with boundary edgese1 and e2 (b), (c) Two optimal triangles
identified for stitching (d)A surface that can never be generated by the surface growing algorithm
(e),(f) Two possible stitches

Identification of boundary edges on a grown surface: The edges that constitute the trian-

gular faces present on the grown surface can be classified either as interior edges or as boundary

edges. The edges with exactly one incident triangular face are termed as boundary edges. Edges

with at most two incident triangular faces are termed as regular interior edges. Stitching is pos-

sible only along boundary edges. In our algorithm, stitching along interior edges is clearly not

allowed for it will render the resulting surface as non-manifold.

Selection of Optimal triangle for stitching: Having selected the seed triangle, other opti-

mal triangles (for stitching along identified boundary edges) for the surface growing process are

chosen from a set of potential candidates by employing additional constraints. Specifically, an

adjacenttriangular face which, if stitched, would minimize the errorEabc computed as the mag-

nitude of the dihedral angle along a boundary edgeebc, is selected as the best candidate. The cost
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Eabc associated with a triangular facefabc is given by:

Eabc = |βbc| (3.9)

Among theT triangles incident on edgeebc, the one that minimizes the error computed above, is

selected for stitching along the edge. The rest of the triangles that were evaluated for stitching

along the edgeebc, are now discarded from the list of triangles that are available for subsequent

processing. Observe that the cost function formulated for the selection of the seed triangle is

quite different from the one proposed for stitching along the grown surface.

After stitching a triangle along a boundary edge, the edge is subsequently labeled as interior.

Further, when all the edges incident on a vertex are labeled as interior edges, the vertex conse-

quently becomes an interior vertex. If however, there is at least one boundary edge incident on a

vertex, the vertex remains a boundary vertex. The process of selection of theoptimal triangular

faces (for stitching) followed by stitching along the corresponding boundary edges is continued

until all the vertices are labeled as interior vertices. Such a growing process ensures that isolated

singular vertices are not created. Further,it guarantees that the resulting triangulation is manifold.

3.4 Experiments and Results

Figure 3.6 presents some results obtained by our algorithm. The non-manifold surfaces of vari-

ous objects are shown in the left-hand column. These triangulations were obtained by processing

the point clouds of the objects using commercially available mesh generation software. The sin-

gularity test [98] indicates that these triangulations contain a large number of singular edges.

The results obtained by the surface growing algorithm are shown in the right hand column. The

timing performance of the algorithm is indicated in Table 3.1. The approach can be used to repair

non-manifold surfaces off-line.
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ing process

Figure 3.6: Manifold surface conversion
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object Number of
vertices

Time (in minutes) for conversion to manifold
surface

Ball 2932 3.9
Dog 4305 6.3
Pig 4332 6.35
Car 7401 10.4

Table 3.1: Timing Performance of the proposed mesh repair algorithm on various data sets

3.5 Conclusions

In this chapter, a surface growing algorithm is described to convert a 3D non-manifold trian-

gulation into a manifold surface mesh. The surface hence generated is truly reflective of the

underlying object’s geometry. The results of the approach have been used in Chapter 4 for seg-

mentation and representation. In chapter 5, the manifold meshes have been used for decimation

purposes. Due to the propagating nature of the algorithm and due to the constraints employed

on the triangles used for stitching, the algorithm generates a smoothly triangulated surface, free

of any self-intersections. The algorithm is particularly useful, when a given triangulation has

a significantly large number of singularities to be corrected. The method, however, does not

address issues like filling gaps in disconnected triangulations. It may not be suitable if the under-

lying object has sharp concave or convex regions. Otherwise, the method is general and handles

singularities without user intervention.
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Chapter 4

Mesh Segmentation for Object

Representation

Toward deriving an efficient representation scheme for free-form objects which are character-

ized by point cloud data, this chapter details a new approach for segmentation of surface meshes

constructed over the point clouds. While we make very few restrictive assumptions about the

shapes of the underlying 3D objects, we do not consider statistically defined shapes (such as tex-

tures, foams), infinitely detailed objects that are best described using fractals and non-orientable

surfaces (such as Klein bottles, Moebius strips). Typical free-form objects of interest include

vehicles, industrial assembly parts and animals.

Although existing free-form representations [55, 69] provide an efficient description of 3D

objects to enable fast and accurate retrieval during recognition, they implicitly assume a uniform

sampling of the point clouds. In practice, however, due to noise or sensor inaccuracies, point

clouds are rarely uniformly sampled. Representations derived from non-uniformly sampled point

clouds do not provide concise descriptions of underlying objects for the following reasons (1)

shape descriptors computed from noisy point cloud data are often inaccurate, (2) segmentation

of meshes constructed over such point clouds result in numerous fragments as opposed to sub-

meshes corresponding to the physical parts in the underlying object. This work addresses the
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challenge of segmenting a 3D surface mesh into physical parts [52] without making any assump-

tions about the clouds being sampled uniformly. Segmentation results are then used to derive a

compact representation of the underlying object.

It is known that humans disambiguate objects in terms of their shapes. Shape is the visible or

perceived form of an object that distinguishes a cylinder from a sphere, a human from a dog. The

shape of a rigid object is independent of its position and orientation in space. In fact, as pointed

out by Koenderink [19, 24], shape is independent ofscale; a ping pong ball and a tennis ball

have different radii, but are both described as spherically-shaped. Thus, shape plays an important

role in differentiating one object from another. Most man-made objects are not composed of a

single shape but are usually made of regions of different shapes. Therefore, an object can be

effectively characterized by partitioning it into different shape categories. It may be noted that

shape alone does not constitute a complete description of an object. One factor that distinguishes

a ping-pong ball from a tennis ball is the scale or curvedness [19, 24]. Scale describes the amount

of curvature present in an object and plays a conspicuous role in recognition [55]. We provide

mathematical descriptions of shape and scale in the following section. Unless a representation

scheme provides information about the orientation of an object or its parts in the 3D space, it will

be extremely difficult to perform recognition of scenes, which primarily consist of the rotated

versions of the stored object models. Hence, the orientation information complements the shape

and scale characterization of an object.

In this work, an input point cloud is triangulated using a commercially available software,

Points2polys [126]. For the efficiency and the ease of computation of the shape descriptors,

manifold input triangulations [98] are considered. This means that there exist at most two trian-

gles incident along any edge in the mesh. A non-manifold triangulation can be converted into

a manifold surface mesh using the approach described in Chapter 3 or using other techniques

[98]. Subsequently, the shape descriptors namely, the shape index and curvedness, are com-

puted at every vertex in the triangulation, in order to capture the shape and the scale information
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about the 3D object. The surface mesh is partitioned into multiple, disjoint sub-meshes using the

graph-morphology based segmentation algorithm, described in Section 4.3.2. Curvedness serves

as a similarity metric for segmentation purposes. The segmentation results are used to derive

a two-tier representation wherein, at the coarser scale, adjacency relationships between disjoint

sub-meshes are established by constructing a super-graph over these sub-meshes. At the finer

scale, the orientation information about the object is captured by mapping the normals of each of

the disjoint sub-meshes onto a unit sphere.

Specific objectives that are accomplished in this chapter are:

• description of a framework to deal with noisy point clouds without performing an explicit

mesh smoothing operation,

• formulation of a new sub-mesh extraction algorithm that combines graph morphology and

signal filtering ideas,

• design of an approach for the adaptive selection of curvedness thresholds that leads to

disjoint sub-meshes that seem to match the human visual segmentation of the underlying

object, and,

• design of a two-tier representation scheme for the description of free-form objects.

This chapter is organized as follows. In Section 4.1, we provide the background required for

computation of shape descriptors at every vertex in the input triangular mesh. Section 4.2

presents the definitions and properties of various morphology based notions, all of which are

required for segmentation purposes. Sections 4.3 and 4.4 provide a complete description of

the algorithm and highlights its capabilities. In Section 4.5, we design a two-tier representation

scheme for the description of rigid free-form objects. In Section 4.6, the proposed segmenta-

tion algorithm is compared with an existing state-of-the-art approach and results are provided to

demonstrate the effectiveness of the approach.
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Figure 4.1: Shape Index scale is divided into nine shape categories. The two extreme shape
thresholdst0 = −1, t9 = +1. The other eight thresholds are indicated on the scale. These
thresholds are used to identify shape clusters present in a sub-mesh

4.1 Definitions and Notations

4.1.1 Shape Descriptor: Curvedness

Curvedness which is also known as the bending energy [19, 55], measures the intensity of the

surface curvature and describes how gently or strongly curved a surface is. Mathematically, it is

defined as:

Cv =
√

(κ2
max(v) + κ2

min(v))/2 (4.1)

whereκmax(v), κmin(v) are the principal curvatures of the surface at vertexv.

The shape index provides the quantitative definition of the shape of a surface at a vertexv and

is defined as [19, 24]:

S(v) = − 2

π
tan−1 κmax(v) + κmin(v)

κmax(v)− κmin(v)
(4.2)

As illustrated in Figure 4.1, in [19] a surface is classified into nine categories based on shape

index. Vertices on a planar surface (with indeterminate shape index) are assigned a value outside

the interval [-1,1].

The principal curvaturesκmax, κmin are defined as:

κmax(v) = H(v) +
√

H2(v)−K(v); κmin(v) = H(v)−
√

H2(v)−K(v) (4.3)

The mean curvature and the Gaussian curvatures denoted byH(v), K(v) respectively, are com-

puted by considering the triangular mesh as a piece-wise linear approximation of an unknown
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Figure 4.2: Definition of various parameters with respect to the triangular faces incident on vertex
v. αi is the angle subtended by the triangular facefi at the vertexv and is computed as the angle
between the corresponding edge vectorsei andei+1; βi is the dihedral angle between adjacent
triangular faces and is computed as the angle between the corresponding normals.

smooth surface [78]. Therefore,

K(v) =

2π −
k∑

i=1

αi

A/3
(4.4)

H(v) =
1
4

∑
mj‖ej‖

A/3

where,

mj =





βj if edgeej is convex

0 if edgeej is planar

−βj if edgeej is concave

(4.5)

A =
k∑

i=1

fi is the sum of areas ofk triangular faces incident on the vertexv, αi denotes the

angle subtended by a triangular facefi at vertexv. βj is the dihedral angle between two adjacent

triangular facesfj andfj+1 and is computed as the angle between the corresponding normals.

Here,||ej|| is the Euclidean norm. These quantities are illustrated in Figure 4.2.

In the proposed segmentation algorithm described in Section 4.3, curvedness will be used as

the shape feature to partition an input surface mesh into disjoint sub-meshes.
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4.1.2 Graphs

In this work, an input mesh is defined as an attributed graphG[(V,C), E], whereV (G) =

{v1, v2, ..., vn} is the set of vertices comprising the mesh,C(G) = {Cv1, Cv2, ..., Cvn} is the

set of curvedness values associated with the vertices in the mesh andE(G) is a set of edges con-

necting the vertices inV (G). Verticesvi andvj areadjacentand are neighbors if there exists an

edgeeij connecting them [34]. The neighborhoodN(vi) of a vertexvi consists of a set of vertices

that are adjacent to vertexvi.

Given the graphG and a threshold interval[ti, ti+1), ti, ti+1 ∈ [Cmin, Cmax], whereCmin and

Cmax are the minimum and the maximum curvedness values respectively,a maximally connected

attributed subgraph(MCASG) Y is defined as:

1. V (Y ) ⊂ V (G)

2. E(Y ) = E(G) ∩ (V (Y ) × V (Y )) i.e.,E(Y ) contains edges from the naturally generated

edge set,

3. Cvi
, Cvj

∈ [ti, ti+1),∀vi, vj ∈ V (Y )

4. there exists a pathp from vi to vj containing distinct verticesv0, v1, ...., vm ∈ V (Y ), such

that condition (3) holds true for every pair of vertices along the pathp.

The details of the MCASG extraction algorithm are presented in Section 4.3.

In the following section we explain the need for new graph-based morphological operations

and provide an overview of the proposed algorithm’s characteristics.

4.2 Graph Morphology-based Segmentation: Overview

Non-structured graph morphology as well as soft morphology [28, 27, 14, 36, 39, 47, 87, 17] have

been extensively applied in 2D image processing. In 2D morphology, a connected component is
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(a) Input meshG[(V,C),E] (b) Output1: Four Disjoint
MCASGs

(c) Output2: Two Disjoint
MCASGs

Figure 4.3: The implication of not transforming the geometric properties of outlier vertices is
shown by way of Output1. Output2 shown in (c) is obtained by our algorithm. The proposed
algorithm performs graph dilation by identifying and morphologically filtering outlier vertices
such asv1, v2. The outliers in the dilated graph are discarded formally by performing attributed
graph matching.

extracted by the iterative application of the dilation and intersection operators to the input image

[100]. For segmentation of meshes, this idea needs to be applied carefully because (1) extraction

of multiple MCASGs requires that non-structured dilation [27, 14] be performed in restricted

regions of the input mesh, and (2) the intersection operator must be specialized to handle graphs

as opposed to an array of pixels.

Figure 4.3 illustrates the need for a new graph theoretic formulation. The color on the ver-

tices indicate the range of curvedness values assigned to them. The segmentation ofG using

the known algorithms will result in four MCASGs as shown in Figure 4.3(b). Such partitions

are not acceptable for our purposes because the MCASGs correspond to small, discontinuous re-

gions (possibly arising from the noisy data). On the other hand, the proposed morphology-based
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processing of the graphG forces the outlier verticesv1 andv2 in Figure 4.3(a) to behave like

their neighbors, thereby resulting in two MCASGs as indicated in Figure 4.3(c). The proposed

algorithm has the following components:

• Adaptive threshold selection: Sub-meshes are obtained using adaptively determined curved-

ness threshold intervals. The details of the threshold selection process is presented in Sec-

tion 4.3.1.

• Sub-mesh Growing: The MCASG extraction process is initialized by identifying a vertex

from the input mesh with curvedness value in the specified threshold interval. For example,

given the input mesh shown in Figure 4.4(a) and the curvedness threshold interval[2, 5),

the segmentation initialization is shown in Figure 4.4(b). At any iteration, the initial sub-

mesh is expanded by graph dilation, which also implicitly identifies and filters the outliers

in the expanded sub-mesh. Specifically, this approach exploits the idea that the geometric

behavior of a vertex is influenced by its neighbors, so that an outlier vertex is transformed to

be a part of the MCASG by replacing its curvedness value by the median computed over the

curvedness values of its neighbors. The resulting expanded sub-mesh is scooped out of the

input mesh to form thedilated graphfor the iteration. As an example, graph dilation around

the initialized vertex (Figure 4.4(b)) followed by the extraction of the expanded sub-mesh

results in the dilated graph for the first iteration, as shown in Figure 4.4(c). Observe that

the morphological filtering during this iteration has not transformed the outlier neighbors

(v2, v3) of the initialization vertexv1. On the other hand, during the second iteration, the

dilation ofM1 morphologically filters the outliersv4, v5 (Figure 4.4(f)).

• Attributed Graph Matching to discard outliers: When only a proper subset of the vertices

of the dilated graph have the curvedness values in the desired curvedness interval then,

the outlier vertices are discarded formally by performing attributed graph matching with

the desiredgraph. The motivation for this is drawn from 2D image processing, wherein
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Figure 4.4: The steps involved in the extraction of two disjoint MCASGs for the given input
mesh, G. The curvedness thresholds are specified as before.
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a connected component is extracted through an iterative process of dilation and intersec-

tion [100]. These ideas are illustrated using Figure 4.4(c),(d) and (e). The matched graph,

shown in Figure 4.4(e) is used as the sub-mesh for expansion during the second iteration.

The resulting MCASG is shown in Figure 4.4(h).

In the following section, we formally describe the basic segmentation algorithm and then

extend the approach for the extraction of multiple, disjoint MCASGs.

4.3 Algorithm for Extraction of MCASG

4.3.1 Adaptive Selection of Thresholds

The proposed segmentation algorithm is driven by the assumed knowledge of a pair of curved-

ness thresholds[ti, ti+1), that identifies the range of curvedness values allowed for the vertices in

a MCASG. A threshold pair corresponds to the representative curvedness values for a MCASG.

The motivation for the threshold selection process described here is derived from k-means clus-

tering [93] and histograms [100]. For our problem, the selection of cluster centers resulting from

a straightforward application of the k-means algorithm to the set of curvedness values does not

result in the desired MCASGs. Also, the optimal number of classes needs to be specified. We

have found that the use of curvedness histogram peaks as thresholds leads to over-segmentation.

Such over-segmentations can be avoided by selecting a curvedness value (threshold) that is close

to the identified peak.

We propose a hierarchical threshold determination technique based on the sub-bin processing

of the histograms. Specifically, at a leveli, we construct a curvedness histogram with an optimal

bin width over the set of curvedness values in the interval[ti, Cmax]. Hereti is the minimum of

theNi curvedness values available for processing at leveli. Wheni = 1, ti = Cmin. Next, we

identify thefirst binwith an appropriate peak i.e., the bin with at least 10% of the total number of
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vertices in the input mesh. Sub-bin processing of this bin involves (1) partitioning of the curved-

ness values in the bin into two classes using k-means (2) assigning the cluster mean that is closer

to the bin center as the thresholdti+1 for the extraction of the MCASG in the curvedness interval

[ti, ti+1). The repetition of this process fori = 2, 3, ... results in the determination of all the

curvedness intervals[ti, ti+1) that are required for the extraction of the corresponding MCASGs.

The threshold determination process is illustrated in Figure 4.5 and is formally described below.

For i = 1, 2, ...(representing various levels in the hierarchy), the selection of a threshold pair

[ti, ti+1), involves

1. Construction of Curvedness Histogram: At a level i, a histogram is constructed over the

curvedness values in the interval[ti, Cmax]. The set of curvedness values is partitioned into

m binssuch that thejth bin is the half-open interval[ti + (j − 1)Wi, ti + jWi). Here,Wi

is the optimal histogram bin width [6] computed as:

Wi = 3.49σiN
−1/3
i (4.6)

whereσi is the standard deviation of theNi curvedness values. The number of vertices

whose curvedness value falls in thejth bin is given bynj =
∑Ni

1 χk(Cvi
) whereχ is the

characteristic function of thejth bin:

χk(x) =





1 (ti + (j − 1)Wi) ≤ x < (ti + jWi)

0 otherwise
(4.7)

In Figure 4.5, fori = 1, the histogram is constructed by usingall the curvedness values,

whereas fori = 2 and i = 3, the corresponding histograms are constructed over the

curvedness values in the intervals[292.04, Cmax] and[382.84, Cmax] respectively.

2. Identification of the first bin of interest:Thekth bin is identified as thefirst bin of interest

54



 

285 290 295 300 305 310

(a)i = 1, W1 = 56.02, k = 6, t1 = 0 (b) cen1 = 292.04, cen2 = 306.84, t2 =
292.04

 

365 380 400 420 430

(c) i = 2, W2 = 57.8, k = 2, t2 = 292.04 (d) cen1 = 382.84, cen2 = 414.09, t3 =
382.84

0 500 1000 1500 2000 2500
0

20

40

60

80

100

120

140

(e) i = 3, W3 = 93.9, t3 = 382.84

Figure 4.5: Selection of curvedness threshold for the simplified horse consisting of 1548 vertices.
The gray colored bin in (a) and (c) indicates the first bin of appropriate peakiness. All curvedness
values in this bin are clustered into two classes using k-means with cluster centerscen1 andcen2.
In (b) and (d) ‘x’ and ‘+’ correspond to the cluster centers and the bin center respectively. The
cluster center closest to the bin center is assigned as the thresholdti+1
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(a) Curvedness Interval [0 292.04) (b) Curvedness Interval
[292.04,382.84)

(c) Curvedness Interval [382.84,2304.4]

Figure 4.6: Segmentation of the simplified [23] horse with 1548 vertices into MCASGs corre-
sponding to the threshold intervals shown in Figure 4.5

wherek = min{j | nj ≥ 10%N}. In Figure 4.5(a),k = 6, as indicated by the gray

colored bin.

3. Sub-bin processing for the determination ofti+1: While there exists thefirst bin of interest

with bin centerXi, perform steps (a)-(c):

(a) Using k-means, partition the curvedness values in this bin into two classes and iden-

tify the corresponding cluster centerscen1, cen2; cen1 < cen2. The cluster centers in

Figures 4.5(b) and (d) are obtained by partitioning of the gray colored bins shown in

Figure 4.5(a) and (c) respectively.

(b) Setti+1 = cenl wherel = arg miny=1,2 |Xi − ceny|. Thus, the cluster center that is

closer to the bin centerXi is selected as a threshold. In Figure 4.5(b),t2 = cen1.

(c) Extract MCASG corresponding to the threshold interval[ti, ti+1), using the segmenta-

tion algorithm described in Section 4.3.2. Figure 4.6 illustrates the various MCASGs

obtained using the threshold intervals indicated in Figure 4.5.

4. Stopping Condition: Sub-bin processing terminates when none of the bins in the curved-

ness histogram satisfy the peakiness constraint. Then, the threshold interval for remaining
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(a) Input: G[(V,C),E], initial sub-mesh is shown in
dotted lines; curvedness threshold range [2,5)

(b) Dilated graph: curvedness values of certain ver-
tices are modified in the expanded sub-mesh

Figure 4.7: (a) Dilated graph extraction process involves expansion of the initial sub-mesh, iden-
tification and morphological filtering of outliers in the expanded sub-mesh. The idea exploited
here is that a vertex geometrically behaves like its neighbors. Thus, it is reasonable to replace
the curvedness value of an outlier by the median curvedness computed over its one-connected
neighbors. For example,Cv7 = median{Cvs3 , Cvs4 , Cv6 , Cv8 , Cv9 , Cv10}

unprocessed mesh is[ti, Cmax]. Such a histogram is shown in Figure 4.5(e).

Observe that, a new curvedness histogram is constructed at every level in the hierarchy. This is be-

cause segmentation (at the previous iteration) modifies the curvedness values of certain vertices.

A fundamental advantage of such an approach is that the thresholds are selected without any user

intervention and it does not require the specification of the desired number of sub-meshes.

4.3.2 Basic Segmentation Algorithm

Given an input meshG and a curvedness threshold range[ti, ti+1), the extraction of a certain

MCASG, sayM involves:
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1. Initialization step: Select an arbitrary vertexv from G such that its curvedness value

Cv ∈ [ti, ti+1). SetV (M0) = v. E(M0) = ∅ andC(M0) = Cv.

2. Iteration Step:Fork = 1, 2..., perform the following:

(a) Dilated graph extraction:Determine the neighbors of the vertices inV (Mk−1) and

perform median filtering on their curvedness values if necessary. Extract the dilated

graphGk
d such that:

V (Gk
d) = {V (Mk−1) ∪ v′|v′ ∈ N(v), ∃v ∈ V (Mk−1)}

C(Gk
d) = {C ′

v}, where

∀v ∈ V (Gk
d), C

′
v =





median{Cv′|v′ ∈ N(v)}, Cv /∈ [ti, ti+1]

C(v), otherwise

E(Gk
d) = {euv ∈ E(G)|u, v ∈ V (Gk

d)}

(4.8)

The dilated graph extraction process is illustrated in Figure 4.7.

(b) Desired graphA: UsingGk
d, define desired graphAk such that (a)V (Ak) = V (Gk

d)

(b) E(Ak) = E(Gk
d) (c) C(Ak) = { ti+ti+1

2
,∀va ∈ V (Ak)}. By this definition, de-

sired graph has the same sets of vertices and edges as the dilated graph. However,

the curvedness values associated with the vertices in the desired graph are in thede-

sired threshold interval. For example, corresponding to the dilated graphs shown in

Figures 4.4 (c) and (f) , the desired graphs are illustrated in Figures 4.4 (d) and (g)

respectively.

(c) Extraction of MCASG:Attributed graph matching between dilated graph and desired

graph will result in amatchedgraphMk where (a)V (Mk) = {v ∈ V (Gk
d)|Cv ∈

[ti, ti+1)} (b) E(Mk) = (V (Mk) × V (Mk)) ∩ E(Gk
d) (c) C(Mk) = {Cv, ∀v ∈

V (Mk)}.
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Figure 4.8: Algorithm exhibits robustness to bad initializations. Selection of vertexv1 as the
starting vertex doesn’t allow the sub-mesh to grow as much. The vertices in such MCASGs are
considered unprocessed. Vertexv2 is a good choice for initialization.

The algorithm converges whenMk = Mk−1, thereby resulting in the MCASG correspond-

ing to the threshold range[ti, ti+1).

It is observed that this approach causes the smoothing of a local surface shape, by modifying

outlier curvedness values. We list below certain modifications to the basic algorithm that provide

practical and robust segmentations.

4.3.3 Modified Algorithm

In Section 4.3.2, the segmentation initialization was done by arbitrarily selecting a vertex having

its curvedness in the desired interval. However, if such a vertex has its neighbors outside the

desired interval, then a reasonable sized MCASG may not be guaranteed. The implications of

a bad initialization are illustrated using Figure 4.8. If we setV (M0) = v1 and implement our

segmentation algorithm, we observe that the MCASG cannot grow as much as would have been

expected, as shown in Figure 4.8(b). Since such MCASGs do not really representreasonably

large segmented regions, the vertices that comprise such MCASGs are considered ‘unprocessed’
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from a segmentation point of view. This leads to selection of another vertex for segmentation

initialization. As shown in Figure 4.8(c), vertexv2 is definitely a good starting point. It may

be noted that the termreasonableis subjective, and for our problem, we drop MCASGs with

fewer than 15 vertices, and consider these vertices as unprocessed. As we show in the examples,

such an approach works well for quite a broad range of objects.our experience indicates that the

algorithm is robust against bad initializations. For a given curvedness threshold range[ti, ti+1),

due to the propagating nature of the segmentation algorithm, there will be a single MCASG at

the output. In general, there may be several parts in any object with similar intensity of curvature,

which are otherwise disconnected. We take into account such situations, and modify the basic

segmentation algorithm to obtain multiple, disconnected, similar MCASGs.

Modified Segmentation Algorithm:

1. Obtain the list of all vertices, sayL, satisfying the curvedness threshold criterion.

2. Select an arbitrary unprocessed vertex fromL and implement the basic segmentation algo-

rithm.

3. Drop the MCASG obtained in step 2, if it is not reasonably large (fewer than 15 vertices)

and consider the corresponding vertices as unprocessed, else proceed to Step 4.

4. Repeat Step 2 until all vertices inL have been processed. This step ensures that all possible

sets of MCASGs satisfying the given curvedness threshold criterion have been extracted.

Stopping Condition: The algorithm terminates either when all vertices inL have been processed

or when only isolated regions with fewer than 15 vertices (which are not reachable by any prop-

agations) are left.
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4.4 Psychological Support

Algorithms that address the perceptual aspect of segmentation derive support from human vision

theories, like the minima rule [111, 52](which defines boundaries along the lines of negative

minima curvature) or Gestalt rules of organization [1, 15, 79, 80, 9, 50]. In this section, we show

that in segmenting an input mesh into sub-meshes, our algorithm adheres to the following Gestalt

rules of organization [1]. However, we do not provide a rigorous treatment of the perceptual

aspect for that would require proofs from psychophysics, which are beyond the scope of this

work.

• Proximity Rule: Points that are close to each other are grouped together.

The proximity rule of perception is reflected in the definition of MCASG, that captures the

adjacency relationship between any two vertices.

• Similarity: Two points that are similar along a perceptual dimension (shape, color) are

grouped together.

In the context of our problem, this rule implies that two vertices belong to the same sub-

mesh if they have similar curvedness values. Clearly, this rule is incorporated in the defini-

tion of MCASG.

• Good Continuation and Smoothness: Points that fit the path of a continuous curve are

grouped together.

The formulation of dilation enforces the smoothness and continuation criteria. As ex-

plained in Section 4.2, dilation followed by morphological filtering results in smoothing

of the local shape when the input data are noisy. This, in conjunction with the proxim-

ity rule, results in sufficiently large MCASGs (instead of small fragments) that delineate

continuity. It may be mentioned that the minima rule does not deal with thecontinuity

aspect [79] and hence, segmentation algorithms that are based on this rule also suffer from

the drawback of lack of continuity.
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4.5 Two-tier Representation

For the sake of completeness, we describe below the design of our representation scheme. Due

to the following key features that define an efficient representation scheme,

1. ability to represent all types of surfaces,

2. provision for accurate determination of orientation and translation parameters,

3. efficient representation for the surface described, in terms of storage and matching compu-

tation, and,

4. stable and sensitive in the sense that a small local change to a surface corresponds to a

small, local change in its representation.

in this work, we are motivated to borrow ideas from the two-level Generalized Gaussian Image

(GGI) representation scheme [31] because of the advantages it offers (1) rotation and translation

paramaters are de-coupled; rotation of the object induces an equal rotation of normals on the

sphere, (2) the GGI representation provides unique representations for convex and non-convex

objects, and, (3) it allows us to uniquely determine a surface up to a translation thereby simplify-

ing the recognition process considerably. In the GGI scheme, at the higher level, the connectivity

between surface patches (where each patch consists of a set of vertices with constant Gaussian

curvature) is established by constructing a graph linking the patches. At the lower level of repre-

sentation, the surface normals of each one of the patches is mapped onto the unit sphere.

In our representation scheme, at the coarse scale, the global information about the object

is provided by establishing adjacency relationship between various MCASGs. This is accom-

plished by constructing an attributed super-graph over the MCASGs. Each vertex in the super

graph is a MCASG, the attributes associated with the vertices being the shape index thresholds

and the range of curvedness values associated with the corresponding MCASGs. At the fine

scale, the orientation information about each MCASG is preserved by mapping the correspond-

ing normals onto a unit sphere. Figure 4.9 illustrates an example of the attributed supergraph
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(a) MCASGs in a dog indicated by different colors (b) Attributed super-graph over the MCASGs

Figure 4.9: An attributed supergraph representation of an object. An edge connects two vertices
in the supergraph iff the corresponding MCASGs are adjacent each other

representation. It may be recalled that the normal to a triangle is defined as the cross product of

the edge vectors. The normal at a certain vertex is then computed as the mean of the normals of

the triangles that are incident on the vertex under consideration. Having computed the normals

for all the vertices associated with a certain MCASG, each such normal is then mapped onto a

unit sphereS2. Thus, a normal vector at a vertexv in cartesian coordinates<3 is denoted by

n(v) = {nx(v), ny(v), nz(v)}. When mapped onto a unit sphereS2, it is represented using polar

coordinates asn(v) = {θ(v), φ(v)}.
Since a MCASG describes a physical part in the underlying object e.g., the leg of a dog,

the corresponding normals when mapped onto the unit sphere, will be spread across multiple

regions on the sphere. As illustrated in Figure 4.10(a), the normals corresponding to the front

and the rear faces of the leg of the dog map onto opposite regions on the sphere. These normals

are then clustered based on the shape index values assigned to the corresponding vertices and

the mean normal for each such cluster is determined. As shown in Figure 4.10(a), there are

primarily two clusters of normals corresponding to the leg of the dog, i.e., MCASGC1. For

the two clusters, the mean normals are then computed as(θ1, φ1) and(θ2, φ2) respectively. As

shown in Figure 4.10(b), it is possible that multiple MCASGs map onto the same point on the
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(a) Clustering of the normals mapped on to a sphere (b) Multiple folds on the sphere

Figure 4.10: Spherical Representation of the MCASG normals. Mean normals are determin-
ing by a clustering process. It is possible that multiple mean normals map onto the same
point/neighborhood on the sphere resulting in multiple folds.

sphere, leading to multiple folds on the sphere. The attributed super-graph is then used to extract

the connectivity information between various MCASGs, and thus, each fold can be identified

uniquely. Referring to the block diagram illustrated in Figure 1.4, the derived representation

for a model point cloud is stored in the database. The representation for the Scene point cloud

is used for during recognition for classification and pose estimation. Specifically, the Scene

is classified as an instance of a stored model by performing inexact graph matching between

the Scene supergraph and the supergraphs corresponding to the stored models. Using the fine

scale representation information, the rotation parameters that would align the Scene with respect

to the identified model are then recovered. Determination of the translation parameters is then

straightforward (we assume an affine model in this work). The challenge then is the determination

of correspondence between the Scene and a subset of the model points. Our solution to the

correspondence problem is described in Chapter 5 of this dissertation.

In the following section, we present experiments and results that validate the performance of

the proposed segmentation algorithm.
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Graph morphology based segmenta-
tion results

Watershed segmentation results

  

(a) 1 MCASG (b) 6 sub-meshes

  (c) 5 MCASGs (d) 11 sub-meshes

  (e) 5 MCASGs (f) 6 sub-meshes

Figure 4.11: Proposed segmentation algorithm partitions the input mesh into submeshes corre-
sponding to the physical parts of the underlying object. Since a cube consists of planar faces, the
algorithm outputs only one MCASG whereas the watershed algorithm results in 6 sub-meshes.

4.6 Experiments and Discussion

4.6.1 Comparison with the State-of-the-Art

A comprehensive comparison of our algorithm with all the existing state-of-the-art approaches is

beyond the scope of this thesis. From the mesh segmentation literature, we selected the watershed

algorithm [75] for evaluation purposes, primarily because it is also built on ideas borrowed from

morphology. Our algorithm differs from [75] in the way the morphological operators are defined

and applied.
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Perceptual Aspect

To qualitatively analyze the segmentations, we simulated a uniformly-sampled point cloud of a

cube, which was subsequently triangulated using the commercially availablePoints2Polyssoft-

ware. Our algorithm segments the cube into exactly one MCASG as shown in Figure 4.11(a).

The watershed algorithm [75], on the other hand, segments the mesh into six sub-meshes (Fig-

ure 4.11(b)), wherein, each sub-mesh corresponds to a face in the cube. The input to both the

algorithms is the same surface mesh. For a cube, the curvatures and hence the curvedness values

associated with the vertices that lie along the edges are starkly different from the values associ-

ated with the interior vertices. The vertices along the edges are treated as outliers and the process

of graph dilation forces the outliers to behave like their neighbors by modifying their curvedness

values. Hence, segmentation results in the exactly one MCASG. On the other hand, the water-

shed algorithm [75], treats the vertices along the edges of the cube as points of minima. Hence

gradient descent from vertices, lying on the interior of the cube, toward the minima, results in six

connected components. It may well be argued that partitioning a cube into six sub-meshes (ob-

tained using watershed algorithm) is moremeaningfulthan a segmentation into a single MCASG.

As stated in the beginning of the paper, the definition ofmeaningfulis highly application depen-

dent. For the purposes of recognition, we think that it is reasonable to partition a cube into a

single MCASG. We point out that our results are similar to the perceptual segmentation results

presented in [111].

Figures 4.11(c),(e) represents the segmentation results on a tea pot and tea cup using the

proposed graph morphology based segmentation algorithm, while Figures 4.11(d),(f) represent

corresponding segmentations obtained using the watershed algorithm. For the tea pot, our seg-

mentation algorithm results in five MCASGs, while the application of the watershed algorithm

results in 11 sub-meshes. We remark again that the segmentation results of the tea cup and tea

pot, as provided by our algorithm are comparable to the perceptual segmentation results obtained

by the fast marching watershed algorithm presented in [111] (Figures 2(a),(b) and (c), Figure
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Graph Morphology Segmentation

Watershed Segmentation

  (a) SNR=55dB, 1 MCASG (b) SNR=55dB, 13 sub-meshes

  (c) SNR=45dB, 1 MCASG (d) SNR=45dB, 34 sub-meshes

Figure 4.12: For reasonable noise levels, our proposed algorithm partitions the cube into exactly
one MCASG. On the other hand, the watershed segmentation algorithm does not provide the
desired results.
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(a) SNR =44dB; 15 MACSGs obtained for Noisy
Horse with 59547 vertices

(b) Plot of SNR vs. Number of MCASGs for the horse

Figure 4.13: The point cloud of the horse was subjecting to varying amounts of Gaussian noise
(SNR between 44dB and 55 dB). Considerable amount of noise is required before the MCASGs
results in patchy sub-meshes.

3(c) and Figure 9(b) in [111]).

Effect of Noise

The point cloud of the cube was subjected to two different levels of Gaussian noise resulting in

SNR=55 dB and 45 dB. SNR is the ratio of signal-to-noise energy on a logarithmic scale and is

mathematically expressed as:SNR = 20log(S/σ2
n) whereσ2

n is the variance of the Gaussian

noise andS is the maximal signal strength. Since the noise causes a perturbation of the ver-

tices that constitute the point cloud, the curvature estimates are not accurate, resulting in many

more outlier vertices or minima (as compared to the noise-free point cloud). As illustrated in

Figure 4.12(a) and (c), due to median filtering during dilation, our algorithm segments the noisy

input mesh into exactly 1 MCASG. The watershed algorithm results in 13 and 34 sub-meshes for

SNR=55 dB, and 45 dB respectively, as shown in Figure 4.12(b) and (d).

The effect of noise on more complex surfaces was analyzed by subjecting the point cloud of

the horse to varying amounts of white Gaussian noise (SNR varying between 44dB and 55dB).

Figure 4.13(a) indicates the segmentation obtained at SNR=44dB. From Figure 4.13(b), we
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(a) Pig: 11 MCASGs (b) Human: 15 MCASGs

(c) Car: 19 MCASGs (d) Pickup Truck: 15 MCASGs

Figure 4.14: The algorithm allows for reconciliation between disjoint yet similar sub-meshes.
Establishing such an association between similar, disjoint sub-meshes is vital for higher level
tasks such as object recognition
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(a) fire hose nozzle: 7 MCASGs (b) Lamp: 5 MCASGs (c) Dart: 4 MCASGs

 

(d) Bunny: 6 MCASGs (e) Dragon: 7 MCASGs

Figure 4.15: Segmentation of complex surfaces
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conclude that considerable noise is required before the algorithm results in patchy MCASGs.

4.6.2 Complex Data Sets

In order to demonstrate the effectiveness of the proposed algorithm, acceptable test cases from

the realms of computer graphics and object recognition/machine vision were segmented into

corresponding MCASGs. As the results in Figures 4.14 and 4.15 demonstrate, the proposed

algorithm provides coarse yet clean segmentations for objects such as a car, a pickup truck, a dart

and a lamp. For the textured surfaces such as the bunny and the dragon, the algorithm seems

to over-segment certain regions of the mesh. These results confirm (1) the robustness of the

adaptive threshold selection process and its applicability in a wide context (2) the extraction of

multiple similar yet disjoint MCASGs using the modified segmentation algorithm. The recon-

ciliation between such similar disjoint MCASGs can be used in higher level tasks such as object

recognition.

Table 4.1 shows the timing performance of the proposed algorithm on various data sets. The

algorithm was coded in Matlab, and tested on Pentium IV processor at 1.5 GHz, 256MB memory.

4.7 Conclusions

In this chapter, a graph morphology-based 3D mesh segmentation algorithm was presented to

classify vertices into different categories based on their intensities of curvatures. The proposed

threshold selection technique requires zero user intervention and provides robust segmentations

for a wide variety of test cases. The segmentation process allows for extraction of multiple

similar yet disconnected sub-meshes. The extracted sub-meshes seem to match the human visual

segmentation of the underlying object. Results indicate that graph dilation together with morpho-

logical filtering of outliers can effectively deal with the noise The algorithm compares well with
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object Number of
vertices

Number of sub-
meshes

Time (in sec-
onds)

human 2097 15 13.98
dart 1122 4 6.23
tea pot 2220 5 15.11
tea cup 11241 5 75.08
simplified horse 1548 8 11.59
horse 59547 8 451.31
Car 7401 19 43.30
Pickup Truck 4902 15 29.97
Bunny 35947 6 238.61
Pig 4332 11 27.89
Lamp 1954 5 14.25
Fire-hose nozzle 5885 7 38.78
Dragon 22998 7 189.56

Table 4.1: Timing Performance of the proposed segmentation algorithm on various data sets

the existing state-of-the art approaches, it suffers from zero pre-processing and post-processing

overheads and can be effectively used for higher level tasks such as object recognition. To avoid

over-segmentations of textured objects such as the Stanford bunny or the dragon and to obtain

segmentation results for such objects that seem perceptual, texture-based features need to be con-

sidered in addition to the shape features. A two-tier representation scheme is then designed to aid

in classification and pose estimation during recognition.
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Chapter 5

Point Cloud Matching within

Graph-theoretic and Thermodynamic

Frameworks

The task of recognition of a given partial, unstructured point cloud of theScene(query data) using

a database of stored representations of the 3D Model point clouds involves (i) classification of

theSceneas an instance of one or more stored Models (ii) alignment of theScenewith respect to

the identifiedModel(iii) determination of the location of theScenewithin the identifiedModel.

In our recognition system, given the two-tier representation for theScene, classification is ac-

complished by performing inexact graph matching between the Scene super-graph and the stored

attributed super-graphs of the models. The shape attributes (shape index and curvedness thresh-

olds) associated with the super-graph nodes (MCASGs) allow for a rapid pruning of the model

database. The rotation parameters are then computed as a function of the angular distance be-

tween the mean normals associated with the scene and the identified model GGIs. The translation

parameters are determined by assuming an affine transformation model. This chapter addresses

the problem oflocation determinationi.e., determination of a set of points in the identifiedModel
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that are structurally and spatially as similar as possible to the partialScenepoint cloud.

There are two fundamental issues that make this problem challenging. First, the number of

points in theModeland theScenepoint clouds are orders of magnitude different. Secondly, due

to sensor inaccuracies or because theScenepoints are collected at different times, the two point

sets may be non-overlapping i.e., no two points correspond to the exact same location in the 3D

coordinate space.

As mentioned in Chapter 2, graph-based structural approaches and spatial location based

algorithms have been reported in the literature on point matching. Graph-based algorithms estab-

lish the desired correspondence by matching configurations ofScenefeatures to those of aModel

[116]. In inexact graph matching, approximate solutions to the problem are obtained based on the

minimization of the edit distance [115, 119], probabilistic optimization [117, 105], deterministic

annealing [?], bipartite graph matching [21, 108] and spectral graph theory [22, 70, 84, 12]. Most

existing graph matching techniques suffer from the inability to match graphs of largely varying

cardinalities. Additionally, their performance severely degrades with small perturbations (posi-

tional jitter). Spatial matching approaches determine correspondence solely based on the spatial

location of the points [88, 57]. While these algorithms are generally robust, they do not take

into account the underlying structural information that exists between the points in a set. With

non-overlapping point sets, this could be a problem, since there may be more than one subset of

Modelpoints that is spatially close to theScene.

In this work, a thermodynamically inspired objective function is proposed to capture the struc-

tural nuances between a pair of graphs and the spatial differences between the underlying point

sets. The desired correspondence is obtained by tackling a sequence of inexact graph matching

problems that optimizes the proposed objective function.

We now provide a brief overview of our algorithm, which works in two stages. In the first

stage, to facilitate inexact graph matching, theModel space is partitioned intoModel Clusters

(MCs), such that|MCi| = |Scene| (| · | represents the cardinality of a set). The change in
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entropy, computed for everyMC relative to theScene, identifies theMC that is spatially the

closest to theSceneand the modelneighborhoodaround it. The advantage of such an approach

is that the closestMC already provides a fraction of correct correspondences. In the second stage,

the maximization of the free energy between theSceneand theclosest MC, which is achieved by

swapping certain points between theclosest MCand the identifiedModel neighborhood, results

in the desired correspondence. The reason for using different objective functions (i.e., based on

entropy or free energy) during different processing stages is strongly motivated by the principles

of thermodynamics. These ideas are non-trivially extended to deal with missing data. Also, we

use ideas from thermodynamics of heterogeneous systems to address challenges in part-based

matching approaches.

We contribute to the existing state-of-the-art by:

• defining graph enthalpy to quantify the underlying structural information in the point sets,

• deriving the Gibbs’ free energy for the point sets based on the proposed formulation of

graph enthalpy and existing notions of graph entropy,

• optimizing the free energy-based cost function to obtain the desired correspondence be-

tween theSceneand a subset of theModelpoints, and,

• proposing a part-based matching algorithm that uses ideas from the thermodynamics of

heterogeneous systems

This chapter is organized as follows. In Section 5.1, we provide descriptions of various

graph structures used in this chapter. In Section 5.2, we derive formulations for graph enthalpy

and Gibbs free energy. Section 5.3 details the basic correspondence determination algorithm.

In Section 5.4, we use ideas from thermodynamics of heterogeneous systems in the context of

part-based matching. Experiments and results are provided in Section 5.5.
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5.1 Definitions and Notations

In Chapter 2, we defined the termmatchingin the context of graphs. Given a complete bipartite

graphGCB((V1, V2), E), |V1| = u1 and |V2| = u2, a matching isperfect, when|E1| = b|u1 +

u2|/2c [64]. A minimum weight perfect matching bipartite graphGB((V1, V2), EV1V2), where

|V1| = |V2| = u andEV1V2 denotes a minimum weight perfect matching, is obtained by the

implementation of the Hungarian method onGCB [64].

Let Q and M denote the query (Scene) and the identifiedModel point sets respectively.

|M | ÀÀ |Q|. MC represents a certain model cluster, obtained by partitioning theModelspace

such that|MC| = |Q|.
As illustrated in Figure 5.1, the graphs of interest are:

• GMST (Q,EQ), GMST (MC, EMC) represent the minimum spanning tree (MST) constructed

over Q and a certain MC respectively.

• GB((Q, MC), EQMC) denotes a bipartite graph constructed over the point setsQ, MC,

where,EQMC represents the minimum weight perfect matching.

• The union ofGMST (Q, EQ) andGB((Q,MC), EQMC) is denoted by

GU1((Q,MC), (EQ, EQMC)). The union ofGMST (MC, EMC) andGB((Q,MC), EQMC)

is denoted byGU2((MC,Q), (EMC , EQMC)).

The above graphs, denoted byGMST (Q), GMST (MC), GB, GU1, GU2, will be used in Section

5.2.1 to define graph enthalpy.
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Figure 5.1: Given: Two point sets Q and MC;|Q| = |MC|.
GB, GMST (Q), GU1, GMST (MC), GU2 are the graph structures of interest in this work.
Note thatGB(Q,MC, EQMC) = GB(MC,Q, EQMC). When the weights of the edges inGB

are all zero, point sets Q and MC completely overlap. Then,GU1, GMST (Q) have the same
structure.GU2, GMST (MC) have the same structure as well
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5.2 Point Matching via Classical Thermodynamics- Theory

From Chapter 2, recall that in chemical thermodynamics, substance conversion results in the

Gibbs’ Free Energy∆G, which quantifies the structural and the spatial differences as:

∆G = ∆H − T∆S

whereT is the temperature and∆H is the change inenthalpy, resulting from the structural

difference caused by the addition/deletion of chemical bonds between molecules.∆S is the

change inentropydue to the spatial disorder of the molecules involved [67].

Since graph edges are analogous to chemical bonds [4], a new formulation for graph enthalpy,

quantifying the structural differences between a pair of graphs, is proposed in Section 5.2.1. The

spatial differences between the point sets are estimated using the existing notions of graph entropy

[88]. The Gibbs’s free energy for the point sets is then derived based on these differences.

5.2.1 Enthalpy Change: Measure of Structural Difference

In classical thermodynamics, at a constant pressureP , the enthalpyHs1 of a substances1 is given

by:

Hs1 = Us1 + PVs1

where,Us1 is the internal energy andVs1 is the volume occupied by the molecules ins1. The

structural differences associated with the conversion ofs1 tos2 contributes to a change in enthalpy

∆H where:

∆H = Hs2 −Hs1

= (Us2 − Us1) + P (Vs2 − Vs1)
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In a similar vein, the enthalpy of a graphG is computed as:

H(G) = U(G) + PV (G) (5.1)

whereP = 1 to indicate a constant pressure process.V (G) is the volume occupied by the ver-

tices inG, and is computed as the volume of the convex hull of the corresponding 3D points [51].

The internal energyU(G) is computed as the minimum energy of a balanced orthogonal repre-

sentation ofG, using the following theorem:

Theorem 5.1[92]: For a graphG onn vertices and the corresponding weighted LaplacianL, let

the eigenvalues ofL beλ1 ≤ λ2 ≤ ... ≤ λn and thatλ2 > 0. The minimum energy of a balanced

orthogonal representation ofG in <m equals
∑m+1

i=2 λi.

Consider Figure 5.1. In the context of matching of point setsQ and aMC, (|Q| = |MC|), the

change in graph enthalpy∆H is determined by consideringGMST (Q), GMST (MC), GU1 and

GU2. Specifically, we are interested in evaluating the structural differences betweenGMST (Q)

andGU1 on one hand and the structural differences betweenGMST (MC) andGU2 on the other.

In this regard, two interesting features ofGB need attention. First, the edges inGB provide a one-

to-one correspondence betweenMC andQ. Secondly, these edges are indicative of the extent of

structural dissimilarity betweenGMST (Q) andGU1 or GMST (MC) andGU2 for the following

reason. Since the weight of an edge inGB is a measure of the Euclidean distance between a ver-

tex inMC and the corresponding vertex inQ, when the weights of edges inGB are all zero, then

the point sets are completely overlapping. ThenGU1 andGMST (Q) are structurally the same.

GU2 andGMST (MC) will have the same structure as well. However, when the edge weights in

GB are not all zero, the structural difference∆H1 betweenGMST (Q) andGU1 is given by:

∆H1 = H(GU1)−H(GMST (Q)) (5.2)
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and, the structural difference∆H2 betweenGMST (MC) andGU2 is given by:

∆H2 = H(GU2)−H(GMST (MC)) (5.3)

Then,∆H quantifies the total structural difference for the two point setsQ andMC as:

∆H = ∆H1 + ∆H2 (5.4)

Note that for completely overlapping point sets,∆H1, ∆H2, ∆H are all zero.

5.2.2 Entropy Change: Measure of Spatial Difference

Given a setχn, consisting ofn points, Maet.al [88] estimate the entropy by the power weighted

length of the MST constructed over the set of vertices as:

Ŝ(χn) =
1

1− α
[log

L(χn)

nα
− log β] (5.5)

where,L(χn) is the length of the minimum spanning tree,β is a constant independent of the

underlying density of the points andα is the fractional order of the density.

In this work, the change in entropy∆S for the two sets of pointsQ andMC, is computed as

∆S = ∆S1 + ∆S2 (5.6)

where,

∆S1 = Ŝ(Q ∪MC)− Ŝ(Q)

∆S2 = Ŝ(Q ∪MC)− Ŝ(MC) (5.7)
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With the knowledge of∆H, ∆S, the Free energy∆G is computed for same-sized point setsQ

andMC. The temperatureT measures the degree of desired correspondence. High temperatures

imply low degrees of desired correspondence and vice versa. The initialization ofT is described

in Section 5.3.4, within the context of the proposed matching algorithm.

5.2.3 Significance of Thermodynamic Quantities in the Context of the Prob-

lem

By the laws of thermodynamics,

(a) At very high temperatures,∆G is dominated by entropic contributions, and at very low

temperatures, it is dominated by enthalpic contributions.

(b) ∆H and∆S decrease with decrease in temperature.

(c) At high temperatures,∆G is a large negative number. As the temperature decreases,∆G

increases toward zero.

(d) At T = 0, ∆H = 0, ∆S = 0, ∆G = 0.

Motivated by (a), our matching algorithm uses∆S and∆G as objective functions for the coarse

scale and fine scale processing respectively. Property (b) provides a pruning strategy for mini-

mization of∆S during the coarse scale processing. The temperature’s role in the algorithm is

influenced by (c), and from a graph-theoretic perspective, the following theorem is in order.

Theorem 5.2[92]: Let X be a graph with n vertices and let Y be obtained from X by adding an

edge joining two distinct vertices of X. Thenλi(X) ≤ λi(Y ) for all i.

Theorems 5.1 and 5.2 imply that∆H > 0. Also, ∆S > 0. Therefore, the temperatureT

decides whether∆G < 0 or not. In the proposed point matching algorithm, in order to ensure

that∆G < 0, T is initialized to a large number. This is described in detail in Section 5.3.4.
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Using property (d) in conjunction with the proposed definition of the temperatureT , we can

say that the desired correspondence betweenQ and a subset of theModelpoints is achieved when

∆G between the point sets reaches its maximum, atT = 0. In general, at any givenT, the edges

in GB provide the correspondence between the points in a certainMC andQ.

5.3 Algorithm

 

• Partition M into 
MCs, |MCi|=|Q| 

• NN Graph over 
MCs 

• B & B Strategy 
to minimize ∆S 

• Compute ∆S 
between Q, MCi 

•  Pruning Rule: 
∆Schild>∆Sparent 

• B & B Strategy to 
maximize ∆G 

• Swap-in/Swap-Out   
on CMC 

• Compute ∆ Gk
child 

between Q, CMCk
 child 

• Pruning Rule:  
           ∆Gk

child <∆Gparent 
 

Preprocessing Coarse Scale Processing 

Fine Scale Processing 

Desired 
Match 

Q & refined 
CMC 

Q, 
M 

CMC, 
NP 

Figure 5.2: Block diagram of the proposed point matching algorithm: The preprocessing step
involves the partitioning of the model spaceM into model clusters (MCs) and the construction of
a Nearest Neighbor (NN) graph over theseMCs. At the coarse scale, a Branch and Bound (B&B)
optimization scheme for minimization of∆S allows us to identify theClosest Model Cluster
(CMC). At the fine scale, the desired correspondence is obtained by maximization of∆G

Figure 5.2 provides an outline of the proposed algorithm. The preprocessing step involves
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(i) the partitioning of the model spaceM into model clusters (MCs) (|MCi| = |Q|) and, (ii)

the construction of a Nearest Neighbor (NN) graph over theseMCs. During the coarse scale

processing step, theMC that minimizes∆S is identified as the closestMC (CMC) and its one-

connected neighbors form the neighborhood pool (NP). The immediate advantage of identifying

theCMC is that it provides a fraction of correct correspondences. However, since the partitioning

is in a sense blind, it is very unlikely that theCMC will provide the desired correspondence.

This forces a fine scale processing step, wherein, the maximization of∆G, by swapping certain

vertices between theCMC andNP, leads to the desired correspondence.

The optimization of the cost functions in both the processing stages is achieved using a Branch

and Bound (B&B) approach, wherein, a thermodynamically inspired pruning strategy reduces the

number of nodes and branches in the search tree that have to be explored. The processing modules

are described below.

5.3.1 Preprocessing

Following [44], then points that comprise aMC (wheren = |Q|) are determined by performing

a breadth-first search on a Delaunay triangulation [51] which is constructed overM. The center of

aMC is then identified as the vertex with minimum eccentricity. Another Delaunay triangulation

constructed over these centers serves as aNN graph for coarse scale processing.

5.3.2 Coarse Scale B&B Algorithm

The primary objective here is to identify theMC that minimizes∆S, i.e., theCMC. For this,

theMC corresponding to the vertex with the smallest degree (typically on the periphery) in the

NN graph is assigned as the root node in the B&B search tree. In the search tree, the connected

neighbors of aMC form itschildren, and at any node (MC), using (5.6) and (5.7),∆S is computed

betweenQ and the correspondingMC. While traversing the tree down to the leaves, if∆Schild >

∆Sparent, then the sub-tree is automatically pruned off at such parent nodes. This is because an
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Figure 5.3: In (a),MC1 is the root in coarse scale B&B tree.CMC is identified asMC9 and
NP = {MC2,MC7,MC8, MC10, MC11,MC12}. (b)-(e) illustrate fine scale processing steps.
Since we need to refine the correspondence for all three vertices inQ, therefore, in (e) the tem-
perature at root is set toT = 3× 107.
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increase in∆S signals an increase in spatial dissimilarity (between aMC andQ), which further

implies that we are moving away fromQ rather than moving in a direction toward it. Such a

pruning is consistent with the monotonicity property of the B&B approach [64]. The algorithm’s

output is theCMC, which together with its one connected neighbors i.e.,NP, is used for the

refinement of correspondences at the finer scale.

5.3.3 Fine Scale B&B Algorithm

The objective here is to maximize∆G by determining the best correspondence for every point

qi ∈ Q that has not already found its desired matchcj ∈ CMC. The coarse scaleCMC forms the

root node in the fine scale B&B search tree. With respect to eachqi, the setVm ⊂ (NP ∪CMC)

comprising ofk model points of interest, is identified by centering a disc of radiusr on qi. At

any node in the search tree,∆Gk
child is computed betweenCMCk

child andQ, whereCMCk
child is

obtained byswapping outa pointcl ∈ CMC that was originally associated withqi, andswapping

in Vm(k). That is,

CMCk
child = (CMCparent\cl) ∪ Vm(k), k = 1, ..., |Vm| (5.8)

Swapped outvertices are returned to the NP. Sub trees are pruned off atparent nodes when

∆Gk
child < ∆Gparent (property (c),Section 5.2.3). UsingGMST (Q), a connected neighbor of

qi generates thechildren in the search tree. Upon termination, the edges inGB, associating the

refinedCMC andQ, provide the desired correspondence. The fine scale processing is illustrated

in Figure 5.3(b)-(e).
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5.3.4 Effect of Temperature on∆G

By the laws of thermodynamics (Section 5.2.3, property (a)), entropic contributions are dominant

only at high temperatures. This justifies the need to start the matching process at high temper-

atures. At the fine scale, the objective is to determine a one-to-one structural match between

the SceneQ and a subset of theModel points (identified at the coarse scale). This is possible

by emphasizing∆H, which plays a dominant role only at low temperatures. For these reasons,

we begin the optimization process at a high temperature and progressively decrease it to lower

values, until the desired correspondence is reached.

At the level 0, i.e., at the root of the B&B search tree, the temperatureT is initialized as

T = (|Q| − d) × 107, whered is the number of points in the coarse scaleCMC that completely

overlap withQ. T = (|Q| − d− i)× 107 at the tree’s leveli, 1 ≤ i ≤ |Q| − d. Different levels in

the tree, along the path leading to maximum∆G, contribute to different fractions of the desired

correspondence (due to the refinement of theCMC). The desired match betweenQ andCMC is

reached at path’s leaf, whenT = 0.

5.3.5 Missing Data
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Figure 5.4: Coarse scale optimization for minimization of entropy will not be effective when the
Scene is non-compact
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Due to sensor inaccuracies or due to occlusion, theSceneis often non-compact, i.e., the

Scenepoint cloud represents more than a single region on the surface of the underlying object.

An example of such a scenario is illustrated in Figure 5.4. Under such circumstances, the coarse

scale pruning strategy described in Section 5.3.2 will not be effective. To address such situations,

we present a variation of the basic matching algorithm.

Given a non-compactScene, the number of compact clustersnc is identified using the his-

togram of the edge weights inGMST (Q). Specifically, the histogram of edge weights reveals

the number of peaks and thus the number of inconsistent edgesni. From a graph-theoretic per-

spective, the inconsistent edges are those edges whose weights are significantly larger than the

average weight of the neighboring edges. Accordingly, the number of clustersnc is given by

nc = ni + 1. The points in the non-compactSceneQ are then clustered intonc compact clusters

using k-means technique i.e.,Q is partitioned intoQ1, Q2, ..., Qnc . With respect to eachScene

clusterQj, j = 1...nc, the correspondingCMCj andNPj are determined using the approach

described in Section 5.3.2. Prior to the fine scale processing, the Scene pointsQ, theCMC and

NP are aggregated as:

Q = Q1 ∪Q2 ∪ ... ∪Qnc

CMC = CMC1 ∪ CMC2 ∪ ... ∪ CMCnc

NP = NP1 ∪NP2 ∪ ... ∪NPnc

The fine scale processing strategy described in Section 5.3.3 is implemented for the determi-

nation of the correspondence.

5.4 Multi-part Point Cloud Matching

The algorithm described in Section 5.3 is useful for establishing a correspondence when all the

points in aSceneare homogeneous in some sense (e.g., geometric sense). For heterogeneous

Scenes, a part-based approach to point matching is followed wherein theSceneis segmented into

multiple parts such that each part consists of a set of homogeneous vertices [97]. Thereafter, a
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(a) Segmentation of Scene Q (b) Segmentation of Model M (c) The vertices insided the shaded
region have been misclassified.

Figure 5.5: Need for the refinement of segmentation labels prior to point correspondence

point matching algorithm is used to establish correspondence between the points in everyScene

part and the associatedModel part. Given that theScenehas fewer points that theModel and

that the geometry-based segmentation algorithms are sensitive to noise and the nature of the

triangulation, the segmentation boundaries in theSceneare often inaccurate. Consequently, the

resulting correspondence is unreliable. This is illustrated in Figure 5.5. Intuitively, a good

correspondence between point sets can be obtained by refining the segmentation labels ofScene

vertices prior to matching.

First, using a geometry-based segmentation technique [75], theSceneQ is segmented intoj

disjoint partsQ1, Q2, ..., Qj, Then the labels of the boundary vertices of the various Scene parts

are refined based on the structural and spatial similarity of the underlyingModelpoints. For this,

we derive the support from the thermodynamics of heterogeneous systems. During the coarse

scale processing step, an entropy based minimization is performed to identify theModelpoints

of interest. The fine scale processing, involves the maximization of∆G at constant temperature

T . This is because an optimal partition of a heterogeneous system into homogeneous components

is obtained when∆G reaches its maximum. The resulting correspondence allows us to re-label

the boundary vertices (by using the labels of the associated Model points).

For the ease of understanding, we consider the case wherein theScene Qhas been segmented

into two parts,Qa, Qb. Here,Qa ∪Qb = Q while Qa ∩Qb = ∅. Note that the approach presented

here can be trivially generalized to the case when three or more Scene parts share a boundary.

As illustrated in Figure 5.5(c), since it is difficult to identify regions of misclassified vertices in
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the case of 3D point clouds, we first consider only the vertices on the boundaries of the segments

Qa, Qb. Depending on the fine scale refinement results (explained below), the one-connected

neighbors of the re-labeled vertices are examined and if there exists an inhomogeneity in the

class labels, then the coarse and the fine scale processing steps are repeated.

5.4.1 Coarse Scale Processing

To begin the coarse scale processing, the vertices{qa} and{qb} that are located on the boundaries

of Qa andQb respectively are identified. Using the point set{qa}, we determine the correspond-

ing CMCa, NPa from the underlying model. Similarly, we determineCMCb, NPb correspond-

ing the point set{qb}. Thus, theClosest Model Clusteris given byCMC = {CMCa ∪CMCb}
and theneighborhood poolis given byNP = {NPa ∪ NPb}. CMCa, CMCb, NPa, NPb are

obtained using the B&B optimization process described in Section 5.3.2.

5.4.2 Fine Scale Processing

The refinement of class labels of vertices is analogous to the change in composition of compo-

nent(s) in a heterogeneous system. As mentioned earlier, an optimal partition of heterogeneous

system into multiple parts can be obtained by maximizing∆G with respect to the composition

while keeping the temperatureT and the pressureP constant. It is worth mentioning that basic

correspondence problem (described in Section 5.3) is solved by maximizing∆G with respect to

the temperatureT while keeping the pressureP and composition constant and is applicable only

for homogeneous systems.

From an implementation point of view, theCMC determined during the coarse scale process-

ing step described above forms the root node in the fine scale B&B search tree. We place a disc

of radiusr centered on the vertexqi ∈ ({qa} ∪ {qb}) and identify a set of correspondingModel

points of interest sayVm ⊂ (NP, CMC). The swapping and the B&B optimization strategies

are similar to what is described in Section 5.3.3. Upon termination, the points in{qa} and{qb}
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are re-labeled based on the class labels of the correspondingModelvertices.

So far, we have considered only the boundary vertices during the coarse scale and the fine

scale processing steps. A delaunay triangulation constructed over the points in eachScenepart

allows us to compare the class labels of the re-labeled vertices with their one-connected neigh-

bors. If there exists an inhomogeneity in the class labels, then the coarse scale and the fine scale

processing steps may be iterated by including the one connected neighbors as well. The point

correspondence for each homogeneous part is then obtained using the algorithm described in

Section 5.3.

5.5 Experiments and Discussion

5.5.1 Point Matching Process: Validation of the Laws of Thermodynamics

The adherence of the graph formulations of∆H and∆G to the laws of thermodynamics is exper-

imentally proven by considering random 3D point sets where,|Q| = 100 points and|M | = 5000

points. UsingM , Q1, Q2, Q3, Q4, Q5 were generated, corresponding to 100%, 80%, 60% 40%

and 0% overlaps respectively. The extent of overlap was decreased by adding white Gaussian

noise to a subset of points inQ1.

The graphs in Figure 5.6(a)-(c), correspond to the fine scale processing stage ofQ1, whereT

was initialized at70 × 107, to indicate that 30 vertices from coarse scaleCMC overlapped with

Q1. For the fine scale processing ofQ3 (graphs shown in Figure 5.6(d)-(f)),T was initialized at

88 × 107 (since 12 vertices in coarse scaleCMC overlapped withQ3). Such temperature initial-

izations to large values ensured that∆G ≤ 0 throughout the correspondence process.

With all the point sets , it is observed that,∆H as well as∆S decrease with decrease in tem-

perature, while∆G increases toward zero. ForQ1 andQ3, this is indicated by the direction of

the arrows in Figure 5.6. As shown in Figure 5.6(a)-(c), for completely overlapping point sets,

the desired correspondence is achieved when∆H, ∆S, ∆G are all zero. For non-overlapping
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(a)∆H: completely overlapping point sets (b) ∆S: completely overlapping point sets
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Figure 5.6: Variation of∆H, ∆S, ∆G with temperature for different types of point sets
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or partially overlapping point sets, the correspondence is recovered when∆G reaches its max-

imum as shown in Figure 5.6(f). In Figure 5.6(f), atT = 0, the value of∆G is dictated only

by ∆H, implying that, among the possible matches, all with minimum∆S, the one that mini-

mizes the structural differences (with the least∆H) provides the desired correspondence. These

results experimentally prove the feasibility of the point matching process based on the laws of

thermodynamics.

5.5.2 Comparison with an Existing State-of-the-art

For comparison purposes, we implemented the SVD+EM [84] as well as the basic SVD algo-

rithm [22], since they incorporate spectral graph theoretic ideas as well. An increasing weighted

proximity matrix and a Gaussian weighted proximity matrix is generated for the SVD+EM [84]

and the SVD approaches [22], respectively. These proximity matrices are then used to obtain cor-

responding modal matrices. In the SVD approach [22], a binary decision on the correspondence

is made on the basis of the similarity of different rows of the modal matrices for the two point

sets. For the SVD+EM approach [84], using the modal matrices, the probabilities are computed

to assess the similarities between the elements of the point sets. The correspondence process is

embedded within the EM framework.

Two sets of experiments on random same-sized 3D point sets were conducted to compare the

algorithms. In the first series of experiments, we added “extra”Modelpoints, which in [84] are

termed as outliers. The outlier to data ratio ranged from 0 to 0.8. Although the performance of

the SVD+EM algorithm is better than SVD approach, as Figure 5.7(a) indicates, it still is quite

sensitive to the presence of outliers. Since our algorithm is designed to deal with outliers, a 100%

correspondence is always achieved.

In the second series of experiments, our goal was to analyze the algorithms’ tolerance to noise.

To begin with, we considered completely overlapping, same -sized point sets. The scene point

cloud was then progressively subjected to varying levels of Gaussian noise (standard deviation
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Figure 5.7: Performance comparison between the proposed point matching algorithm and the
existing state-of-the-art
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ranging from 0 to 0.6). As Figure 5.7(b) indicates our algorithm provides 100% correspondence

while the performance of the spectral correspondence algorithms degrade with increase in noise.

As Figure 5.7(c) indicates, considerable positional jitter (manifested by large standard deviations

of noise) is required for the performance of our algorithm to degrade.

5.5.3 Real Data Sets

We evaluated the performance of our algorithm on 15 real data sets. In Figure 5.9(a),|M | =

4370 points,|Q| = 200 and theNP consists of 4 model clusters (as opposed to 22 clusters that

characterize the entire model space). Prior to the implementation of the fine scale B&B algorithm,

12% of theCMC points overlap with the scene. The desired correspondence betweenQ and the

CMC is shown in Figure 5.9(b).

Figure 5.9(c) shows a more challenging example where the point sets are non-overlapping.

The modelM is a tank,|M | = 18, 897. The sceneQ consists of 300 points. Of the 63MCs that

describe the entire model space, only 6MCs constitute theNP. Since none of the coarse scale

CMC points exactly overlapped withQ, the temperature at the start of fine scale processing was

set at300 × 107. Figure 5.9(d) shows the desired correspondence obtained betweenQ and the

refinedCMC.

5.6 Conclusions

Our results indicate that (i) the newly proposed formulation of graph enthalpy efficiently cap-

tures the structural differences between non-overlapping point sets (ii) the Gibbs’ free energy

based optimization, by combining the spatial and the graph-based structural information, leads

to stable and efficient matches, as opposed to simple graph matching. Additionally, the proposed

approach is highly robust in the presence of noise and can handle missing data effectively. For

|Model| = 5000 points and|Scene| = 100, our algorithm determines the desired correspondence
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NP shown in black Desired Correspondence

(a) (b)

(c) (d)

Figure 5.8: In (a),(c) the model points are indicated by gray dots while the points in the NP
are shown in black. (b),(d) indicate the desired correspondence, where diamonds and the dots
correspond toQ and refinedCMC
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 (a) Model M (b)Scene Q with missing points

(c)GMST (Q) (d) Desired Correspondence

Figure 5.9: In (c) the inconsistent edge is indicated by the black line (d) indicates the desired
correspondence, where diamonds and the dots correspond toQ and refinedCMC
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in approximately 1.2 minutes on a Pentium IV, 256MB memory, 1.5 GHz machine (with the code

implemented in Matlab).
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Chapter 6

Hierarchical Mesh Decimation for

Multi-scale Correspondence

The point clouds of the models used to build the database are in some sense extremely over-

sampled. Due to this, the stored model representations for a nontrivial number of objects require

large amounts of disk space. This can also have a detrimental effect on recognition as one looks

to real-time or close to real-time applications. To alleviate these problems, we are motivated to

consider approximations of these finely sampled models which can be obtained through a process

called mesh decimation.

For the results of mesh decimation to be useful for the recognition, there are two fundamental

issues that need to be addressed. First, the geometric shape information captured by the fine scale

mesh must be preserved at all coarser resolutions as well. Secondly, any graph-based decimation

technique must avoid the computation of eigenvalues of the graph’s Laplacian for such a compu-

tation can be prohibitively expensive for very large (of the order of105 vertices) graphs [113, 94].

In Section 6.2 of this chapter, a graph energy based cost function is proposed for minimization

within the framework of hierarchical edge contraction. The shape information is preserved by

performing a curvature based classification of the vertices prior to decimation. In Section 6.4, we

relate hierarchical decimation with multi-scale correspondence and propose a decimation metric
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v2 

Figure 6.1: Vertex Contraction Process. Whenv1 is merged withv2 then the following happen
(1) the edgee12 contracts, (2) triangular facesf1, f2 that are now degenerate, are removed, (3) the
edges that were originally incident onv1 are now incident onv2. Vertex contraction affects the
geometry and the topology of a surface

that captures the information about the degradation in correspondence as a result of decimation

at multiple coarser scales.

6.1 Vertex Contraction

As illustrated in Figure 6.1, a vertex pair contraction modifies the surface in three steps [76]:

• A vertexvi is mergedwith vertexvk by replacing all occurrences of vertexvi with vertex

vk.

• All the triangular faces that are now degenerate - that no longer have three distinct vertices-

are removed.

• Edges from vertices that were originally incident onvi are now incident onvk.

The first step modifies the geometry of the surface. The second step simply removes the

elements of the surface that are no longer needed. The final step modifies the connectivity of the

mesh and in a sense, implicitly modifies the topology of the surface e.g., by closing the holes.
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Most of iterative contraction algorithms [59, 42, 45, 62, 65], follow agreedyapproach to select

the sequence of edge contractions. Each vertex pair being considered for merging is assigned a

cost which, typically represents the error induced as a result of a potential merging of the vertex

pair in question. At each iteration, the lowest cost pair is merged. A fundamental advantage of

iterative contraction is the hierarchical structure that it induces on the surface, thus leading to a

multi-resolution surface representation.

Although the literature indicates the existence of general vertex pair contraction algorithms

where the verticesvi, vk are not necessarily connected by an edge, in this work we are specifically

interested in merging adjacent vertices with similar shape characteristics. Further we consider

subset placements (wherevi, vk ∈ V (G)) as opposed to optimal placements (wherevi, vk are

both moved to another optimal positionv̄ not necessarily inV (G)).

6.2 Graph-based Vertex Contraction Algorithm

6.2.1 Motivation

Toward formulating a cost function for vertex contraction, we are motivated to use ideas from

spectral graph theory, which have been used for drawinggoodor naturalgraphs and in a different

context, for the construction of stable physical mass models. In a natural graph (stable physical

model), the vertices (masses) are connected by the edges (springs) that are minimally stretched

[92], thus leading to the following theorems.

Theorem6.1: Given a vectorx and the graph’s LaplacianL, xT Lx =
∑

euv∈E(G) ||xu − xv||2

Theorem 6.2 [92]: The graph energyE(G) is defined asE(G) = traceRT LR whereL is the

weighted Laplacian and therepresentationR is a(|V (G)| ×m) matrix that provides a mapping

from V into<m.

In this work, we perform mesh decimation by merging a pair of adjacent vertices that min-

imizes the change in graph energy between the fine scale mesh and its approximation. Clearly,
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Figure 6.2: Illustration of the proposed hierarchical vertex contraction process. An input fine
scale 3D mesh is partitioned into various disjoint sub-meshes. At any level in the hierarchy,
every sub-mesh undergoes the same rate of decimation. In any sub-mesh, the vertex pair for
contraction is identified based on the minimization of spectral graph energy. Finally, all the
decimated sub-meshes are merged resulting in a shape preserving coarse scale approximation

such an approach avoids the prohibitively expensive computation of eigenvalues of the very large

(of the order of105) Laplacian matrices which is followed by some existing graph-based ap-

proaches [76]; only the computation of the eigenvalues of the(3× 3) matrixRT LR is needed.

6.2.2 Proposed algorithm

Figure 6.2 provides an overview of the proposed algorithm. Let the segmentation of a fine-scale

3D mesh result in multiple, disjoint sub-meshes. At 100% resolution, theith sub-mesh is denoted

by SM i
100. A hierarchical vertex contraction ofSM i

100 involves:

• Computation of the sub-mesh energyE(SM i
100).
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• Iterative Step: forl = 99, 98, ..., perform the following:

Step 1: Determination of boundary and interior vertices using Shape index: Recall

that the shape indexS(v) [24] at a vertexv ∈ SM i
l+1 is given by

S(v) = − 2

π
tan−1 κmax(v) + κmin(v)

κmax(v)− κmin(v)

whereκmax andκmin are the principal curvatures of the surface at the vertexv and de-

scribed in detail in Section 4.1.1, Chapter 4.

Next,the shape thresholds are determined using a shape histogram and the shape scale

illustrated in Figure 4.1. The number of vertices whose shape index value falls in thejth

bin (1 ≤ j ≤ 9) is given bynj =
∑Ni

1 χk(Svi
). Here,χ is the characteristic function of the

jth bin:

χk(x) =





1 tj−1 ≤ x < tj

0 otherwise
(6.1)

andt0 = −1, t9 = +1 and the other shape thresholdsti [24] are indicated on the shape

scale in Figure 4.1.

The region growing approach [100] is implemented to aggregate clusters containing ver-

tices of the same shape type. Two verticesvi, vk belong the same shape cluster if (a) their

shape indicesS(vi), S(vk) ∈ [tj−1, tj], and (b) there exists a pathp from vi to vk containing

distinct verticesv0, v1, ...., vm ∈ V (SM i
l+1), such that condition (a) holds true for every

pair of vertices along the pathp.

Next, the vertices in every shape cluster are labeled asboundaryor interior depending

on whether they are located on the boundary/interior of the cluster. To ensure that the

resulting approximation is shape preserving, only the similar-labeled adjacent vertices are

considered as candidates for a potential merge during vertex contraction.
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Step 2: Vertex Merge Pair Determination: Given the basic vertex contraction frame-

work (illustrated in Figure 6.1), for every vertexvk ∈ SM i
l+1, k = 1, 2, ..., |V (SM i

l+1)|,
a similar-labeled neighbor (boundary/interior), sayvr is identified that minimizes the en-

ergy difference betweenSM i
l+1 and the approximation resulting from the potential merge

(vk, vr). The index of such a neighbor ofvk is given by

r = arg min
vn∈N(vk)

|E i
l+1 − Cnk| (6.2)

Cnk is the energy of the graph obtained by merging the adjacent vertex pair(vn, vk). Of the

potential vertex merge pairs(vk, vr) determined above, vertex contraction is implemented

by using the pair that provides the closest approximation toSM i
l+1.

Step 3: Energy Update: The energy of the contracted sub-meshSM i
l is given byE i

l .

6.3 Evaluating Surface Approximations

Shape differences between a model and its approximation are evaluated using application de-

pendent error metrics such as the Haussdorff distance [60]. In this work, the quality of an ap-

proximation is assessed based on the misclassification error of the vertices involved. For this, the

decimated sub-meshes at any level in the hierarchy are re-triangulated to obtain an approximation

of the input 3D mesh. The approximated mesh is then segmented using the algorithm described

in Chapter 4 and the number of misclassified vertices are accounted for.
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6.4 Relationship between Hierarchical Decimation and Multi-

scale Correspondence

6.4.1 Decimation: A Thermodynamic Viewpoint

In Section 6.2.2, a graph-theoretic approach to mesh decimation was presented. In this section, a

thermodynamic interpretation is provided which is applicable to other iterative vertex contraction

approaches [60, 42, 45, 62, 65] as well.

Let l% decimation of the fine scaleModelM1 result in the coarse scale approximation given

by M l. In order to compute the enthalpy and the Gibbs free energy for theModelat the coarser

scale, we need to determine the change in pressure as a consequence of decimation.

From chemical thermodynamics, at constant volume, and for a constant number of particles

n

P ∝ T (6.3)

whereP, T are the pressure and the temperature respectively.

For our problem, let us denote the fine scale temperature and pressure byT 1
d andP 1

M respec-

tively. Specifically, we assumeT 1
d = 1 andP 1

M = 1. The pressure resulting froml% decimation

can be determined as:

P l
M = P 1

M

T l
d

T 1
d

(6.4)

Here,T l
d = (1 + l%)T 1

d . Observe that as the rate of decimation (or decimation temperatureT l
d)

increases, the pressureP l
M increases as well. Also, the conclusions drawn about the pressure and

temperature are independent of the decimation approach used. Thus, our definitions for pressure,

volume and temperature are consistent with those provided in classical thermodynamics wherein

these parameters are treated as state variables; the path to the state is immaterial.
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6.4.2 Formulations for Enthalpy, Entropy and Free Energy at Multiple

Scales

The definitions for enthalpy, entropy and Gibbs free energy for point sets at a single scale was

provided in the previous chapter. Here, we extend these definitions to multiple scales. Enthalpy

for a certain model clusterMC l obtained fromM l is computed at pressureP l
M . The pressure

in the Scenepoints is given byPQ. We assume thatPQ = P 1
M . The pressure for the point set

Q ∪MC l is given byP l
QM =

PQ+P l
M

2
.

Given the point setsQ andMC l, the change in enthalpy∆H l at the levell is computed as by

∆H l = ∆H l
1 + ∆H l

2 where

∆H l
1 = H(GU1l)−H(GMST (Q)) (6.5)

∆H l
2 = H(GU2l)−H(GMST (MC l))

Here,GU1l denotes the union ofGMST (Q, EQ) andGB((Q,MC l), EQMCl). GU2l denotes the

union ofGMST (MC l, EMCl) andGB((Q,MC l), EQMCl).

The change in entropy∆Sl for the two sets of pointsQ andMC l, is computed as

∆Sl = ∆Sl
1 + ∆Sl

2 (6.6)

where,

∆Sl
1 = Ŝ(Q ∪MC l)− Ŝ(Q)

∆Sl
2 = Ŝ(Q ∪MC l)− Ŝ(MC l) (6.7)

The computation of the free energy∆Gl for same-sized point setsQ andMC l is then straight-

forward.
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6.4.3 Performance Evaluation across Multiple Scales

Using the basic correspondence algorithm described in the previous chapter, one can determine

the correspondence between a subset ofM l and the SceneQ. Then, the goal is to evaluate how the

correspondence obtained at a certain coarse scalel compares with the correspondence obtained

at the finest scale.

Following the thermodynamics of phase partitions and the clapeyron equation, we can say

that the decimation pressure and the correspondence temperatures are related as :

P l
QM − P 1

QM

T l
C − T 1

C

=
∆MS

∆MV
(6.8)

whereP l
QM is the pressure in the point set(Q ∪ M l). P 1

QM = 1. T l
C is the correspondence

temperature at the levell. T 1
C is set to a large constant. In this work,T 1

C = 1 × 106 ∆MS is

the change in entropy computed over the point setsCMC l andQ and∆MV is the associated

change in volume. Here,CMC l ⊂ M l is the subset of model points that provides the optimal

correspondence at levell and is determined using the algorithm described in Section 5.3.

Motivated by Carnot’s efficiency metric, in this work, the extent of correspondence degrada-

tion as result of decimation is given by the degradation metricη which is defined as

η =
T l

C − T 1
C

T l
C

(6.9)

6.5 Results and Discussion

6.5.1 Graph-based Mesh Decimation

The proposed decimation algorithm was coded in Matlab and tested on a Pentium IV processor

at 1.5GHz and 256MB memory. Decimation results for the fine scale mesh of a horse with

59547 vertices are shown in Figure 6.3. The horse mesh was segmented into 8 sub-meshes
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object Number of
vertices

Number of
sub-meshes

Time (in minutes) for
90% decimation

tea cup 11241 5 30.4
horse 59547 8 189.9
Car 7401 19 21.2
Pickup Truck 4902 15 13.7
Pig 4332 11 12.3

Table 6.1: Timing Performance of the proposed decimation algorithm on various data sets

  

 

(a) Horse with 59547 vertices,
100% resolution

(b) Mesh rendering of the horse
in (a)

(c) Horse with 44661 vertices,
75% resolution

   

(d) Horse with 29773 vertices,
50%resolution

(e) Horse with 14886 vertices,
25% resolution

(f) Mesh rendering of the horse
in (e)

Figure 6.3: Horse Data
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Figure 6.4: For horse mesh shown in Figure 6.3, an approximation is obtained by re-triangulating
the decimated meshes at that level. This approximated mesh is segmented into multiple disjoint
sub-meshes and the number of misclassified vertices are determined (relative to the sub-meshes
at the finest scale).

using the segmentation algorithm described in Chapter 4. Each sub-mesh was subjected to the

same rate of decimation. For example, the approximation at 75% resolution was obtained by

decimating all the fine scale sub-meshes by 25%. The coarser approximation was then obtained

by re-triangulating the decimated sub-meshes. Note that from a representation standpoint, such a

re-triangulation is not necessary. The timing performance of the algorithm on various datasets is

shown in Table 6.1. The graph in Figure 6.4 confirms the proposed algorithm’s ability to produce

the desired shape-preserving coarse approximations.

6.5.2 Hierarchical Decimation Vs. Multi-scale Correspondence

At the finest scale, the simulated Model and Scene point clouds (|M | = 5000, |Q| = 100) were

used to identify the model points comprising the neighborhood around the scene. To evaluate

the effect of decimation on correspondence, we performed two separate experiments. In the first

case, the points outside the fine scale model’s NP were decimated. In the second case, points

inside the fine scale model’s NP were decimated. The graph relating the decimation pressure

with correspondence temperature is shown in Figure 6.5. From the graph, it can be seen that
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Figure 6.5: Relationship between decimation pressure and correspondence temperature
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Figure 6.6: Rate of decimation vs. % degradation: Extent of degradation as a result of decimation
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decimation outside the model’s NP does not affect the correspondence i.e., although the pressure

changes as a result of decimation, the correspondence temperature does not change. On the

other hand, decimation of points inside the model’s NP tends to degrade the correspondence. The

decimation pressure and the correspondence temperatures are related to the rate of decimation and

the % degradation (as captured by the degradation metricη) respectively and the corresponding

graph is provided in Figure 6.6. As shown in this graph, the quality of the desired correspondence

degrades (as manifested by an increase in % degradation) with increase in the rate of decimation.

6.6 Conclusions

In this chapter, a new mesh decimation algorithm is proposed to address the problem of obtaining

shape-preserving coarser approximations of highly detailed 3D surface meshes. The input mesh

is segmented into multiple, disjoint sub-meshes to facilitate decimation. Given a sub-mesh, vari-

ous shape clusters are identified and the vertices in those clusters are labeled as boundary/interior.

Shape is preserved by considering only similar-labeled vertex pairs as candidates for a potential

merge. Sub-mesh decimation is realized by merging a vertex pair that minimizes the proposed

graph energy based cost function. Low misclassification error on various datasets indicate the

algorithm’s ability to produce shape-preserving approximations. De-coupling of the input mesh

into corresponding sub-meshes prior to the hierarchical approach to decimation suggest that par-

allel implementations of the algorithm can provide a significant computational speedup.

A thermodynamic interpretation for hierarchical decimation allows for the analysis of the

relationship between decimation and correspondence. The degradation in the desired correspon-

dence as a result of decimation is captured by the proposed formulation for the degradation met-

ric. Results indicate that % degradation increases with increase in the rate of decimation.
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Chapter 7

Conclusions and Future Work

In the context of object recognition from 3D point cloud data, this dissertation presented solutions

to two fundamental problems (1) segmentation of surface meshes toward deriving an efficient rep-

resentation of the underlying object (2) determination of a one-to-one correspondence between a

partial Scene and a complete Model point cloud. A robust solution to the segmentation problem

was obtained by considering manifold surfaces meshes as input. Typically, the construction of

surface meshes over 3D point clouds using commercially available software induces topological

“bugs” in the triangulation, thereby causing the triangulation to be non-manifold. In this dis-

sertation, a simple approach to converting a non-manifold triangulation into the corresponding

manifold mesh was presented in Chapter 3. In addition, a new mesh decimation algorithm was

presented in Chapter 5 which aided in evaluating the relationship between hierarchical decima-

tion and multi-scale correspondence. The major and the minor contributions of this thesis are

summarized below.

7.1 Major Contributions

• Mesh segmentation: In Chapter 4, in the context of object representation, a graph morphol-

ogy based segmentation algorithm was presented to partition an input 3D manifold surface
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mesh into disjoint sub-meshes corresponding to the different parts of the underlying ob-

ject. Given a manifold mesh, curvedness, a curvature based shape descriptor, is computed

at every vertex in the triangulation and it serves as a similarity metric for segmentation

purposes. A sub-mesh consists of a set of vertices whose curvedness values are in a cer-

tain range as specified by a pair of curvedness thresholds. Such curvedness thresholds are

determined using a robust technique which combines ideas from 2D histogram based pro-

cessing and k-means based clustering. The extraction of a certain sub-mesh is an iterative

two-step morphological process which involves (a) dilation and morphological filtering of

vertices (b) attributed graph matching of thedilatedgraph with adesiredgraph.

The performance of the algorithm was tested using simulated point clouds as well as using

surface meshes of objects that are well accepted test cases in the fields of machine vision

and computer graphics. Results indicate that graph dilation together with morphological

filtering of outliers can effectively deal with noise, thereby avoiding the need for any pre-

processing step to deal with noisy point clouds. Also, it is observed that the selection of

adaptive curvedness thresholds leads to robust segmentation. The algorithm compares well

with the existing state-of-the art approaches and provides robust segmentations for a wide

variety of objects.

• Point cloud matching: In Chapter 5, a thermodynamically-inspired graph theoretic algo-

rithm was presented to address the problem of establishing a one-to-one correspondence

between the scene and the identified model point clouds, when the cardinalities of the two

sets are orders of magnitude different. Such an approach determines a subset of points

from the model that is structurally and spatially as similar as possible to the set of points

in the scene. A new formulation for graph enthalpy characterizes the structural differences

between point sets, which together with the existing notions of graph entropy quantifies the

Gibbs’ Free Energy. A two-scale approach is proposed, wherein, at the coarse scale, a set of
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points that comprise the model neighborhood around the scene is identified by minimiza-

tion of entropy. At the fine scale, the desired correspondence was achieved by a refinement

process, aimed at maximizing the Gibbs’ Free Energy. In order to deal with missing data in

the scene, a variation of the basic matching algorithm is presented. In the context of part-

based correspondence, ideas from thermodynamics of heterogeneous systems were used to

refine segmentation labels prior to correspondence.

The proposed definitions of graph enthalpy and Gibbs free energy were validated using ran-

dom 3D point sets and it was observed that these definitions abide by the laws of classical

thermodynamics. Extensive experiments on real data indicate that (i) the newly proposed

formulation of graph enthalpy efficiently captures the structural differences between non-

overlapping point sets (ii) the Gibbs’ free energy based optimization, by combining the

spatial and the graph-based structural information, leads to stable and efficient matches, as

opposed to simple graph matching. Additionally, the proposed approach is highly robust in

the presence of noise and can efficiently deal with missing data.

7.2 Minor Contributions

• Conversion from non-manifold to manifold surface meshes: In order for a surface mesh

to be used by the proposed segmentation algorithm, it must be void of any topological

singularities, i.e., the surface mesh must be manifold. Often times however, the use of

commercially available software for the triangulation of point clouds induces ‘bugs’ that

cause the triangulation to be non-manifold. In Chapter 3, a greedy surface growing algo-

rithm is presented to convert a three-dimensional non-manifold surface triangulation into

the corresponding manifold surface mesh by employing topology as well as geometry-

based constraints. The algorithm specifically addresses the case when there are a large
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number of singular edges present in the triangulation and does not consider sharply con-

vex/concave surfaces. The singular edges are identified as those edges along which more

than two triangles incident. The region growing process is initialized by identifying a seed

triangle that satisfies certain topological and geometric constraints. The algorithm subse-

quently breaks the non-manifold triangulation into its constituent triangles. A manifold

triangulation is then grown by stitching triangles that minimize a dihedral angle-based cost

function. A number of non-manifold triangulations were converted into the corresponding

manifold surfaces using the proposed algorithm. It was observed that the resulting mani-

fold surface efficiently captured the underlying object’s geometry. Due to the propagating

nature of the algorithm, this mesh repair process needs to be done off-line.

• Mesh Decimation: The realization that the derived representations of very finely sampled

models not only require a large amount of storage space but also cause a significant slow

down during recognition, motivated us to propose a graph-theoretic mesh decimation al-

gorithm in order to obtain shape preserving coarser approximations of the given fine scale

input mesh (Chapter 6). For this, the fine scale mesh is segmented into disjoint parts using

the mesh segmentation algorithm proposed in chapter 4. In the proposed hierarchical dec-

imation approach, every sub-mesh undergoes the same rate of decimation and the vertex

pair that minimizes a certain graph energy based cost function is considered as the best

pair for merging/contraction. The shape information is preserved by performing a curva-

ture based classification of the vertices (in a submesh) prior to decimation. At a certain

level in the hierarchy, the quality of an approximation is assessed by re-triangulating the

decimated sub-meshes and by computing the the misclassification error. The performance

of the algorithm was tested using a number of fine scale meshes. A low misclassification

error suggests that the proposed algorithm preserves the shape of the underlying object at

various coarser scales.
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7.3 Ongoing Work

In Chapter 5, Section 5.4, in the context of part-based matching, we described the need for re-

finement of segmentation labels prior to the determination of one-to-one correspondence between

the scene parts and the associated model parts. Inspired by the thermodynamics of heterogeneous

systems, an algorithm was presented to refine segmentation labels of the scene that involved the

maximization of the Gibbs free energy. As part of ongoing work, extensive experiments are being

conducted to understand how misclassification affects the performance of the algorithm in terms

of the accuracy of the correspondence obtained when the scene point cloud is subject to varying

levels of noise. The algorithm is also being tested on scenes containing multiple objects, wherein

each object is characterized as a homogeneous part.

In Chapter 6, we presented a relationship between hierarchical mesh decimation and multi-

scale correspondence by borrowing ideas from classical thermodynamics. A finely sampled

model point cloud was subject to varying rates of decimation. A one-to-one correspondence was

then established between a certain coarse model and the input scene. Although subjective, such

an analysis demonstrates that coarser approximations of an input model are sufficient to obtain

the desired correspondence. From a thermodynamic standpoint,while on the one hand, we estab-

lished a link between different values of pressure and varying rates of decimation, on the other

hand, we established a link between temperature and desired correspondence obtained at multiple

scales. It was observed that with increase in the model pressure (manifested by increasing rates

of decimation), the accuracy of scene-model correspondence decreases. The conclusions drawn

are independent of the decimation algorithm used. As part of ongoing work, sensitivity analyses

are being conducted to evaluate the performance of the algorithm under the conditions of noise.

Also, effect of model decimation on multiscale correspondence for scenes with missing data and

clutter is being evaluated.
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7.4 Future Work

• Selection of shape descriptors: While the segmentation algorithm described in Chapter 4

provides good segmentation results for smooth man-made objects, it tends to over-segment

textured surfaces. Hence, for the mesh segmentation algorithm to work well on a larger

variety of surfaces, textural information needs to be incorporated into the algorithm, in

addition to the existing shape descriptors. Also, while the existing shape descriptors are

useful in distinguishing objects such as a pick-up truck and a horse, they are not as useful

to discriminate two similar objects for example a Toyota Corolla vs. a Honda Civic. For

such problems, additional shape descriptors need to be considered, while keeping in mind

the curse of dimensionality.

• Extension of thermodynamic ideas for many-to-many graph matching and deformable

point matching: Arguably, deformable point matching is a much difficult problem. The

thermodynamic ideas described in this work are useful for rigid point matching. For the

purposes of deformable point matching, the formulation for graph enthalpy needs to utilize

graph structures other than those considered in this dissertation. In this regard, it may be

advantageous to include shape based ideas such as shape context [108]. Many-to-many

graph matching is also a challenging problem of interest to the computer vision community.

• Thermodynamics for computer vision: In this dissertation, ideas from classical thermody-

namics were used to solve the correspondence problem. The formulation for graph en-

thalpy encoded the structural or topological information in the point sets. Physicists have

established a relationship between concepts in differential geometry such as curvature and

the thermodynamics [3]. The question then is: is it possible to apply geometrical ther-

modynamics to computer vision? If yes, to what problems and what are the advantages

thereof?
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• Performance Evaluation: In this dissertation, we considered point cloud matching as an in-

dependent problem by assuming efficient solutions to the classification and the alignment

problems. Results presented in Chapter 6 indicate that robust desired correspondence is

obtained using the proposed thermodynamic formulation to point cloud matching. Toward

designing practical systems, however, the rate of false positives/false negatives, or in gen-

eral the receiver operating characteristic (ROC) curve under various sensitivity conditions,

can best be evaluated by combining the performance of every step of representation and

recognition.

• Algorithm evaluation for efficient implementations: From a practical standpoint, a recog-

nition system must not only provide the desired accuracy but speed is also an important

factor. Thus, from an algorithm development perspective, it is useful to analyze the perfor-

mance of various optimization algorithms and the effect they have on the algorithms’ per-

formance in terms of the speed and accuracy. For instance, a computational speedup may

be obtained by considering variations of the Branch and Bound algorithm [122] rather than

the traditional B&B algorithm for point cloud matching. In a similar way, efficient ways

for computing a minimum weight perfect matching bipartite graph have also been cited

in the literature [108]. A parallel implementation of the proposed graph-based decimation

algorithm can lead to a considerable decrease in the computational complexity.

• Learning System: Our recognition system assumes that the model already exists in the

database prior to recognition. As part of future work, one needs to design a ‘smart’ system

that can learn the description of an unknown object and in addition have the ability to

represent and store such modeling information, not originally present in the database.
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