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Abstract—Opportunistic secondary spectrum usage has the that the primary receiver (Rx) is within a radius of interest
potential to dramatically increase spectral efficiency and rates from its transmitter (Tx). This is analogous to the concelpt o
of a network of secondary cognitive users. In this work we 1546 capacity. The radius of interest specifies the pyimar
consider a cognitive network: n pairs of cognitive transmitter lUSi . tside of which. th iti
and receiver wish to communicate simultaneously in the presence exc USIVQ region, outsiae of which, the COgn' Ve users Can.
of a single primary transmitter-receiver link. We assume each _comm_unlcate among themse!ves. We co_nS|der the Scenaro
cognitive transmitter-receiver pair communicates in a realistic in which the cognitive transmitters are uniformly distried
single-hop fashion, as cognitive links are likely to be highly such that their density is a constant. We assume that each
localized in space. We first show that under an outage constraint cognitive transmitter communicates with a receiver within

on the primary link's capacity, provided that the density of the - . .
cognitive users is constant, the sum-rate of the cognitive links a bounded distance, independent of the network size. The

scales linearly withn asn — oo. This scaling is in contrast to the €Ognitive communication therefore occurs in a single haps T
sum-rate scaling of+/n seen in multi-hop ad-hoc networks. We assumption appears reasonable for secondary spectrum, usag
then explore the optimal radius of the primary exclusive region:  which is opportunistic in nature and hence is often a local,
the region in which no secondary cognitive users may transmit, single-hop transmission. Furthermore, we assume that any

such that the outage constraint on the primary user is satisfied. . terfering t itt t be at dist
We obtain bounds that help the design of this primary exclusive Interiering transmitter must be at a non-zero distance away

region, outside of which cognitive radios may freely transmit. ~ from the interfered receiver, again a practically reastab
assumption.
|. INTRODUCTION This work is closely related to results on ad-hoc network

Currently, spectrum access is granted to entities in a&apacity scaling laws. Initiated by the work of Gupta and
exclusiveprimary license fashion: licenses in certain bands aré&Kumar [1], this area of research has been actively pursued
auctioned off to the private sector, while others are dedtta under a variety of wireless channel models and communitatio
for use by officials in the public sector. Unlike the unliceds protocol assumption [2], [3], [4], [5], [6], [7], [8], [9], 10],
bands (such as the popular Wifi band), measurements indicdt&]. These papers usually assumpairs of devices, thrown at
that many of the licensed bands remain unoccupied for largendom in a plane, wishing to communicate. Each transmitter
chunks of time, space, and frequency. The Federal Commumas a single receiver. The question they seek to answer is
cations Commission (FCC) is trying to remedy this imbalandew the total network capacity (or sum rate, or throughput)
through the introduction ofsecondary spectrum licensing, scales as the number of communication pairs» oc. This
whereby primary license holders may easily grant non-8eein is accomplished by either letting the density of nodes stay
holders opportunistic usage of the spectrum. Naturallg; sdixed and the area increase with (extended network) or
ondary users will only be granted access provided the pyimary fixing the network area and letting the density increase
users suffer only an acceptable amount of degradation viith n (dense network). The results in the literature can be
performance (if any at all). roughly grouped into two types: when nodes in the ad-hoc

Consider for example a TV station broadcasting in a nowmetwork cannot cooperate (forwarding a message in a multi-
exclusive, licensed band. This band is wasted in geographiap transmission is not considered to be cooperation),st ha
locations barely covered by the TV signal. This promptseen shown that the per user network capacity decreases as
questions such as: can we allow other devices to transmitlifw/n asn — oo [1], [2], [5]. This is essentially thought of as
the same band as the TV, provided their interference to aaynegative result, and can be viewed as a consequence of the
TV receiver is at “an acceptable level™? If so, what is thenmitigated interference experienced. In contrast, whates
minimum distance from the TV station at which these devicese able to cooperate, it can be shown that the per user tapaci
can start transmitting? What are the maximum rates that theeeains constant [11]. All of these scaling results nalyral
devices can achieve by transmitting in the TV band? depend on the path loss parameter, which affects both the

We formulate this problem from an information theoreticlesired signal transmission and the interference expmrien
viewpoint as a cognitive network. In a cognitive networleréa  from other transmitting users.
is a primary user (e.g. the TV station) and multiple secopdar Our network setup is equivalent to an extended and
(cognitive) users. We define the “acceptable interfereeeell interference-limited network (no cooperation allowed)n |
to be a threshold on the probability that the received signalir model, however, the presence of and the explicit outage
(or rate) of the primary user is below a certain level, predid constraint on the primary user differentiate our work from



traditional wireless ad-hoc networks. Under the singlp-ho @ Primary transmitter @ Cognitive transmitters
assumption and bounded cognitive Tx-Rx distance, we show O Primary receiver < Cognitive receivers
that the total sum-rate of the cognitive network increases
linearly in the number of cognitive users. Equivalently, in
the limit as the number of cognitive users tends to infinity,
the per user capacity remains constant. This result is in sharp
contrast to the per-user capacity decreasing/ gt in a multi-

hop ad-hoc network [1]. Here, single-hop transmission fer t
cognitive users is the key difference that enables the tinea
scaling sum rate. S R Primary T8 N\ R 2 i >

This linear scaling law also implies that the average total
interference from all cognitive transmitters to the prignar
user's receiver remains bounded by a constant irrespective
of the number of cognitive users. Based on this interference
bound, we provide an upper bound on the radius of the primary
exclusive region that satisfies the outage constraint on the
primary user’s rate.

This paper is structured as follows. In Section Il, we
formulate the problem: we consider a single primary user - o ) ) ]
at the center of a network wishing to communicate with 3% * Ccdriive netorkc = shge pinary uananier T paced o
primary receiver located within the primary exclusive Ui radiusR, (the primary exclusive region. Then cognitive nodes are randomly
of radiusRy. In the same plane outside this region, we throwaced with uniform density: in the shadectognitive band. The cognitive
7 cognitive users, each of which wishes to transmit o it ov{fframiisr TX wshes o ranemi oo gl cognithe receher Uit es,
cognitive receiver within a fixed radius away. In Section Illprimary outage constraint.
we obtain lower and upper bounds on the total sum-rate of
the n cognitive users as — oo and establish the scaling

Cognitive band,
density A

Primary
exclusive region gt

. . . Primary transmitter and receiver TXRXP
law. In Section IV, we examine the outage constraint on the Cognitive userith transmitter and receiver TXRX
primary user’s rate in terms of cognitive node placemerdt th Primary exclusive region radius Ro
is, we explicitly derive thesxclusive region radius Ry around Outer radius for cognitive transmission R

. . ) ) . . Channel from TX to RX’ ho
the primary, in which the primary user have thelusive right Channel from T¢ to Rx g
to transmit and no cognitive users may do so. In Section V Channel from T% to RX® h;
we make our conclusions. Channel from TX to R¥ hij
Number of cognitive users n
Il. PROBLEM FORMULATION Maximum cognitive Tx-Rx¢ distance Dimax
Minimum cognitive T¥-Rx* distance { # k) e
We are interested in the general question of how much Cognitive user density

total data rate can be exchanged among the cognitive users, TABLE |

provided that the probability of the resulting outage on the VARIABLE NAMES AND DEFINITIONS
primary user is below a certain level. Since the users are not

allowed to cooperate, the setup is similar to an interfezenc

channel. We will first discuss the network model and charac-

terize the signal of and the interference at each user. ) - ) _
the receiver RX. All the cognitive transmitters and receivers,

A. Network model on the other hand, are distributed in a ring outside this

We introduce our network model in Fig. 1. We assum@Xxclusive region with an outer radiu3. We assume that the
that all users’ transmitters and receivers are distribatech Cognitive transmitters are located randomly and uniformly
plane. Let TR and RX denote the primary transmitter andthe ring. Each cognitive receiver, however, is withinDg,.x
receiver, while Tk and RX are pairs of secondary transmitterglistance from its transmitter. As an initial step, we asstimae
and receivers, respectively, = 1,2,---,n. The primary DPmaz does not scale with the network size. We also assume
transmitter is located at the center of the primary exchisifhat any interfering cognitive transmitter must be at least
region with radiusR,, and the primary receiver can be locatedistancec away from the interfered receiver, for some- 0.
anywhere within this region. This model is based on thENis practical constraint simply ensures that the intever
premises that the primary receiver location may not be knoinsmitters and receivers are not located at exactly tive sa
to the cognitive users. Such a setup is typical in broadcagint. Furthermore, the cognitive user density is consaanit
scenarios, often found in cellular or TV networks, for ex&enp USErs per unit area. The outer radiasherefore grows as the
Hence we choose to center the circle on the primary transmitfumber of cognitive users increases.

TxY (which may be thought of as a base station) rather thanThe notation is summarized in Table I.



B. Sgnal and interference characteristics of the primary exclusive region is determined by the outage

The received signal at Rxs denoted byyo, while that at Constraint on the primary user given as

Rx! is denoted byy;. These relate to the signatg transmitted Pr{I(zo;y0) < Co] < 3
by the primary TR andz; by the cognitive Tk as
where Cy and § are pre-chosen constants. This constraint

- uarantees the primary user a rate of at I&€asfor all but
Yo =hoto + Z hizi +no @ ?raction of the tilrw)1e. Y € ’
=t Assume that each cognitive user transmits with the same
Yi =hiizi + gizo + Z hjizj + ni. (2)  power P, and the primary user transmits with pow#.
el Denotel; (i = 0,...,n) as the total interference power from
wheren; (i = 0,...,n) are additive white Gaussian noise. the cognitive transmitters to usérthen
From this signal model, severassumptionscan be made: n
_ 2
« Different users’ signals are statistically independetite T Iy = ZPV“‘ ’ (4)
primary user signal is constrained by a powey, and =1
each cognitive user by. I, = ZP|hji|2~ (%)
« The number of cognitive users is largel@arge). Because J#i

these users are independent and power-constrained, tgirihe signal models in (1) and (2) and the assumptions in

interference to the primary user in (1) is (approximatelyjart |1-B, the rate of each cognitive user can be written as
Gaussian. The Gaussian noise and interference means that

the optimal transmit signat, in (1) is Gaussian [12]. i = log (1 N Plhi;|? ) e ®

« Similarly, the total interference of the cognitive users on ’ Polgil?+ o2, +1; )’
each ther n .(2) IS (approxmately) Ge_lussmn. .Becau%herea? is the thermal noise power. The outage constraint
the optimalxy is Gaussian, the total noise and mterferéan nownE)e written as
ence for each cognitive user in (2) is also Gaussian. )

» The cognitive users have no knowledge of each other’s Pr [bg (1 n Polhol ) < Co] < B @)
signal and hence treat their interference as noise. The op- ol+h) ~ -
timal transmit signalz; for each cognitive user therefore
is also Gaussian.

« All the signals and noises have zero-mean.

whered?, is the thermal noise power at the primary receiver.
In this work we assume the channel gains depend only on
the distance between transmitters and receivers as inr@), a
C. Channd modd _do not suffer from fading or _sha_\doyving. Thus, all rg_ndomness
' is a result of the random distribution of the cognitive nodes
We consider a path-loss only model for the wireless channgl.the cognitive band of Fig. 1. The random interference and
Given a distancel between the transmitter and the receivegutages here occur because of the random user placement, and

the channel is therefore given as not because of fading channels as in traditional schemes.
_ A I1l. THE SCALING LAW OF A COGNITIVE NETWORK
h = Ja/2 3

In this section, we study the sum capacity of the cognitive
whereA is a frequency-dependent constant anid the power network. In particular, we examine its scaling law as the
path loss. We considest > 2 which is typical in practical number of cognitive users increases to infinity. Since we
scenarios. consider only a single primary transmitter with fixed power
P, and minimum distancé, from any cognitive receiver, the
D. Cognitive network sum rate and primary exclusive region  jnterference from this primary user is bounded by a constant
We are interested in two measures: the sum rate of @fid therefore has no impact in the asymptotic rate analysis.
cognitive users and the optimal radius of the primary exetus We can therefore treat the interference from the primary use
region. The cognitive network sum rate is given as as an additive noise term.

A. Lower bound on the network sum capacity

n n
Cn = Zl(xi;yi) - ZC“ To derive a lower bound on the network sum capacity,

=t =l we study an upper bound on the interference to a cognitive
whereC; = I(z;;y;) denotes the mutual information betweemeceiver. An upper bound is obtained by filling the primary
random variables:;, the signal transmitted by the cognitiveexclusive region with cognitive users. Since the primarglex
user TX, andy;, the signal received by the cognitive receivesive region is fixed and the cognitive user density is constan
Rx¢. This quantityC; corresponds to an achievable rate of ththe average number of cognitive users filled in this region is
point to point channel between Tand RX. Heren again a constant. Thus this filling does not affect the asymptotic
denotes the total number of cognitive users. The radiys interference as — oc.



Now consider a uniform network of cognitive users. The But Ar(R? — €2) = n, thus
worst case interference then is to the user with the receiver 2T \P 1 1
at the center of the network. From the considered receiver Tavgn = (@—2) ( > :
(WLOG assumed to be R¥ draw a circle of radiusk,.. that ) ) ]
covers all other cognitive transmitters. With constantrus@S 7 — o0, provided thaix > 2, this average interference to
density of\ users per unit area, theR? grows linearly with the cognitive receiver at the center approaches a constant a
n. In other words,R? is of ordern. I n—oo 2TAP A 7 (11)

To see that this case is the worst interference, consider aven (a—2)ex—2 7%
another cognitive receiver (Rkthat is not at the center of pqf any cognitive receiver, its average interference isupp
the network. Again draw a circle of radiug. centered at pounded bylavgn, that is
Rx2. Since this receiver is not at the center of the network, the
circle will not cover all cognitive transmitters. The infierence Bl < Tavgn - 12)

to Rx? is then increased by moving all the transmitters from Now consider the rate of théh cognitive user given in

outside this new circle (area A in Fig. 2) to inside the circlgs). Since the distance between a cognitive transmitter and

(area B in Fig. 2), resulting in the same interference as ta Rijts intended receiver is bounded B, We have|h;|? >
1/Dg,.. Furthermore|g;|*> < 1/Rg. Denote the minimum

max*
@ Cognitive receivers received power asP, min = Dg,, and the maximum noise

(10)

-2 a—2
(o o

max

and primary user interference ag =02+ Py/RS, then
L g Cognitive users could be moved P y max = In + O/ RO
Pr min
Ci>log|1+ —5—"——|. (13)
2 I
Cognitive receiver 00, max + 1

with worst case interference

a2 Noting thatlog(1+a/z) is convex inz for a > 0, by Jensen’s
X

inequality, we have
a a
El (1 7) > 1 (1 —) .
og(l+ X)) og(l+ EX
Thus the average rate of each cognitive user satisfies

lo 1+ Pr,min
& G(%,max + E[Il]

Pr min
log|1+ ——7F—777—|. 14
& ( Ug,max + IaV@”) ( )

In deriving a lower bound on network sum capacity, wAs n — oo, the lower bound approaches a constant as
further assume that any interfering cognitive transmitberst
be at least a distanceaway from the interfered receiver for E[C,] > log <1 + 2PT$> 2 4 (15)
somee > 0. This assumption is practically reasonable. As 00,max T Loo

the network size— oo, this assumption will not affect the wherer,, is defined in (11). Thus the average per-user rate of

distribution of the primary transmitters. a cognitive network remains at least a constant as the number
Consider an interfering cognitive transmitter located-rap ysers increases.

domly within the circle of radiusR. from the considered .
receiver. With uniform distribution, the distance between B- UPPer bound on the network sum capacity
this interfering transmitter and the considered receizerthe A trivial upper-bound can be obtained by removing the

v

E[C]

Fig. 2. Worst-case interference to a cognitive receiver.

density interference from all other cognitive users. Assuming that
f(r) = 2r ce<r<R the capacity of a single cognitive user under noise alone is
" R2 — ¢’ - e bounded by a constant, then the total network capacity grows
The average interference from this transmitter to the consid-at most linearly with the number of users.
ered receiver therefore is C. Linear scaling law of the cognitive network sum capacity
R,
Lovay = / 2rp dr @8) From the above lower and upper bounds, we conclude that
e e (RZ—el)re the sum capacity of the cognitive network grows linearly in
B 2P ( 1 1 ) ) the number of users
@ =& —2 \e 2 RE2) EIC,] = nKC,

The average total interference from all other cognitivendra

mitters to the considered receiver then becomes for some constaniC, whereC; defined in (15) is the achiev-

able average rate of a single cognitive user under constant
Tavgn = nlavg - noise and interference power.



A. Upper and lower bounds on the average interference
Cognitive band, . .
ey A Denotely(r) as the average interference from a cognitive

transmitter at the given radius thenE[Iy] = E,[nIy(r)] and
1 g P
T = — do
o(r) 2w J_ (r? + R%Z — 2r Ry cos )/?

Primary gb

1 /”/ ? Pdf
7)o (r2+ R3—2rRycosf)o/2

1 [ Pdf
— . 17
L /0 (r?2 + R3 + 2r Ry cos 0)*/? (7

Primary
exclusive region

Cognitive transmitter

Since cos(f) is monotonously decreasing from 1 to 0 @s
increases fronf) to /2, we can establish the following lower
bound toly(r):

Fig. 3. Worst-case interference to a primary receiver: tloeiver is on the P 1 1
boundary of the primary exclusive region of radi®g. We seek to findRg Liire = — + . (18)
such that the outage constraint on the primary channel is met. 2 \(r2+ R2)*/2 "~ (r+ Ro)~

Using this bound, we derive a lower bound on the average
interference as given in (19).
An upper bound, on the other hand, can be obtained based
To study the primary exclusive region, we consider the worsh the worst-case interference discussed in the previous se
case when the primary receiver is at the edge of this regiafon. By filling the exclusive region with cognitive transteirs
on the circle of radiusRy, as shown in Fig.3. The outageand drawing a circle of radiu®, + R centered at Rk to
constraint* must also hold in this (worst) case, and we find gover all cognitive transmitters, an upper bound on theaxyer

IV. THE PRIMARY EXCLUSIVE REGION

bound onR, that will ensure this. interference is obtained as
Assume that the primary receiver is at a point on the Ro+R 9 poy,
boundary of the exclusive region. Consider interferendaiat E[hlus = / ——dr
point from a cognitive transmitter at radiusand angle). The € "
distancei(r, §) (the distance depends erandd) between this — 2PmA ( I 1 ) (20)
interfering transmitter and the primary receiver satisfies a—2\e? (Ro+R)*?

20 M P2, 2 When we let the number of users— oo, or equivalently,

@(r,6) = Ro + 17 — 2Ror cosf. R — oo, we obtain the bounds on the average interference
For uniformly distributed cognitive user®, is uniform in seen by the worst case primary receigly)., as
[—7, 7], andr has the density,.(r) = 2r/(R* — (Ro + ¢€)?).
We assume that the cognitive transmitters must be placed
minimally at a radiusR, + ¢, thus cannot be placed in thewhere 7, and 1, are given in (22) and (23), respectively.
transmission-free-band in Fig.3. This assumption is valid in These bounds are functions Bf Ry, ¢, \ anda. The lower
all scenarios where the Cognitive transmitter is forbidden bound monotonica”y decreases with increasmgwh”e the
be placed in exactly the same location as the primary receivgpper bound is independent f,. The average interference
The expected interference plus noise power experienced tgythe primary user thus is at most a constant for Zjl
the primary receiver Rkfrom all n = Aw(R* — (Ro + €)*) These bounds also demonstrate explicitly the dependence of

It < Ellp)ee < Iy (21)

cognitive users is then given as the average interference on the power loss parametéte
R T~ p note that these bounds on the primary user interference are
E[ly) = n/ / 57— [r (1) fo(0) dr dO valid for anya > 2.
Ro+eJ —m d (Ta 9)
R Q \rP dr df 16 B. The primary exclusive radius
/RUJr6 /,7r (R%Z + 12 — 2Rgr cos 0)/2’ (16) When /2 is an integer, we may evaluate the integral

Next, we derive bounds on this average interference ft%r the exact interference using complex contour integrati

the primary receiver. We then relate the outage probabilitgfznfuf?ﬁ t?]se Tpszﬁgsleénv;esg?éktﬁeu tr;23|:?§lj(|;41e)Xp||CItly
y - I .

to the average interference through the Markov inequali

and establish an explicit dependence&f on other design R? (Ro +¢€)?
E[Iy) = M\xP |- +

parameters. (R?—R3)?>  €%(2Ry +¢)?

IWe note that outages here occur because of the random segoer When R — oo, we plot the aV?fage 'nterf?rence for =
placement, and not because of fading channels as in traglittmhemes. 4,P =1,¢ = 0.1, = 1 as a function of the primary exclusive

(24)



R
1 1
E[I = AP + d
e = [ (G )
1 1 1 1 1 Ry
= AP -
i (a—Q((ROJr&)QJng)a/?l * a—22Ry+e)* 2 a-1 (2R0—|—6)0‘_1>
1 1 1 1 1 Ry
— AP — 19
§ (a—2(R2+R3)a/21 +a—2(R+R0)a—2 a—l(R—l—Ro)“—l) (19)
1 1 1 1 1 Ry
I;, = AP — 22
L m <a—2 ((R0+6)2+R(2))("/2_1 + oa—2 (2R0+€)O‘_2 a—1 (2R0+6)a_1> ( )
2Pt 1
Iy = a—2er2 (23)
o5 a=4e=01,P=1A=1 radii Ry such that (7) holds:
o7 (Ro +¢)? p Po/R§ 2
8.6 62 (2R0 + 6)2 )\’/TP 2C0 — 1

Average total interference, exact calculation
© » © » o
v 2 &5 & £ &

~
©
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Fig. 4. The average interference at the primary receiver asmetibn of the
primary exclusive radiugzy, when R — oco.

Given the system parameter$), (the primary transmit
power), Cy (the outage capacity)j (the outage probability),
P (the cognitive transmitter power)) (the cognitive user
density), ando?2, (the noise power), (25) may be used to
jointly design the exclusive region radiug, and the band
gap e to meet the desired outage constraint.

V. CONCLUSION

As secondary spectrum usage is rapidly approaching, it
is important to study the potential of cognitive radios and
transmission from anetwork perspective. In this work, we
have determined the sum-rate scaling of a network of one-
hop cognitive transmitter-receiver pairs which simulizungy
communicate, while probabilistically guaranteeing thienairy
user link a minimum rate. When cognitive transmitters simul-

radius R, in Fig. 4. As Ry — oo, this average interferencetaneously transmit to nearby receivers, we show that the sum

approaches a constant as a functiore.of
Bounds on the radiug, of the primary exclusive region

rate scaling scales linearly in the number of cognitive dink
n asn — oo. Our work assumes a single primary link with

may then be obtained by applying Markov’s inequality, foRn outage constraint; it would be interesting to extendethes

given Cy, 3, to the primary outage constraint (7) as

o 28 <

Po/R3
I + UnO

Py/Rj 2
= Pr|ilp>—"— —
{0— @& -1
< E[l]
- Po/R3 _ g2
(2 —1) n0
R? (Ro+e)?
B Aﬂ'P [— (RQ*Rg)Z + E2(20}%0_’_6)2]
- Py/R?
(280—(1) - 07210

Letting R — oo, and bounding this by (the outage level),
we obtain the implicit equation (25) for all exclusive regio

results to the case of multiple primary links. In this worke w
also derive bounds which allow one to design the primary
exclusive region, in which no cognitive transmission may
take place. If properly chosen, outside this region, unilgr
distributed cognitive transmitters may freely transmiile/imot
harming the primary user.
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APPENDIX
Fora > |b|, from pg. 383 [13], we obtain

/27T dx B 2ma
o (a+bcos(z))? (a2 —12)3/2°

In the integral of interest (16) we have= R3 + r? and
b = —2Ryr, and soR% + r? > 2R,r as needed. Thus, the
expected interference from all cognitive users is given2s).(

R 2
2r dr df
E[Io]:)mP/ / T .
RoteJo 2m(R§ 412 —2Rorcos)

R 2 2
2 R

— )\Fp/ 78"7—’—2%) dr
Ro+e (r? — Rg)

2 2 R
:)‘WP{_ 7"2+R(52_ 21 2}
2(r? — R{) 2(r? — Rg) Rote
R? (R0+6)2
=M\P |- 26
| (2 — R3)p Aam )

Thus, if we let the number of users— oo, or equivalently,
as R — oo, the total interference experienced by the primary
receiver when on the edge of the primary exclusive region
approaches the constant

ATP(Ry +¢)?

EI = .
[ 0}00 62(2R0 + 6)2



