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Abstract— We develop a closed-form optimal spectrum sensing the primary and cognitive users. The optimal thresholdslare
threshold to maximize a cognitive network weighted sum capa  rived for different sets of location side information. Thanse
ity. In an one primary user and one cognitive user network, gatg of |ocation information as in [7] are chosen for perfor-

spatial location side information is used by the cognitiveransmit- . Numerical results show that the proposed
ter to adjust its sensing threshold accordingly. Numericalresults mance comparison. Nu prop

show that, compared to another threshold based on minimizig threshold can dramatically improve the network capacitye T
a Bayesian risk function, the proposed threshold improvestte increase in the network sum capacity owes to improvement

network sum capacity significantly. The benefit of spatial leation  jn the cognitive user's capacity, but comes at a drawback
side information is also revealed in the sum capacity. on the primary user capacity. Location side information is
again found beneficial to the cognitive transmitter in getti
its optimal sensing threshold to increase the network sum
The increasing demand on the bandwidth of recent comapacity. The impact of location information on the indivedi
munication systems exerts extra loads on the already clwdger’s capacity depends on the weight in the network sum
spectrum allocation. However, it is found that the spectrugapacity objective. Interestingly, with equal weightssitound
scarcity is mostly because of inflexible spectrum manageémeiiat more location information to the cognitive users altyua
rather than true natural resource shortage [3], [4]. Sorpelps increase the primary user’s capacity at some expense t
licensed spectrum is under-utilized most of the time. Ctogmi the cognitive user’s capacity.
Radio, which has the ability to sense the spectrum [8] iniorde Remainder of the paper is organized as follows. In Section
to utilize idle times of the licensed, primary link, is a prising |1, we introduce the two-user network model and the channel
candidate to solving the spectrum scarcity problem. model. In Section Ill, we introduce the network capacity
Another aspect of cognition is the use of side informatiofiormulation and the sensing objective. In Section 1V, the
Side information can help the radios to adjust their trangptimal threshold aimed at maximizing the network weighted
mission and coding schemes. For example, a two transmitégim capacity with different sets of location informatiore ar
and two receiver cognitive channel model is considered Jn [Berived. We discuss the numerical results in Section V.I§ina
with side information about primary user’s signals. Withouve provide our concluding remarks in Section VI.
considering how to obtain the side information and the ckann
coefficients, achievable rate regions are deduced thealigti Il. NETWORK AND CHANNEL MODELS
and simulated according to the different strategies of theWe consider the same network and channel models as in
cognitive radio based on the side information. [7] as shown in Fig. 1. The network consists of one cognitive
In spectrum sensing, detecting the primary user’s transmigser and one primary user, each has a pair of randomly located
sion energy is a classical sensing method. Its performagnte ransmitter and receiver. The location randomness cae aris
be improved by the use of side information on locations of tfeom mobility or from the random network access. Let the
various transmitters and receivers. Intuited by this idba, cognitive transmittelC;, be the center of the network at the
authors in [2] apply a model which characterizes interfeeenpolar coordinateg0,0). The cognitive receiver,., is uni-
and transmission power with distances. Further, theyzetiliformly distributed within the disc centered at the originttwi
spatial information to design optimal sensing thresholseld radius R... Let the impact radius of the cognitive transmitter
on a Bayesian criterion that minimizes a cognitive userise R; such that any primary receiver falling within this radius
sensing cost. They reach the conclusion that spatial siél be noticeably interfered by the cognitive transmitt€he
information provides substantial advantage in reducing tleonsidered primary receiveP,, lies uniformly within this
sensing costs. However, they do not investigate the impaatius R;. Centered atP,., the primary transmittel?,, is
of spatial information on the network capacity. uniformly distributed within the disc with radiug,,. The radii
Taking one step further, we reformulate the sensing caBt, R; and R, are known network parameters.
in the threshold design and analyze the primary and cognitiv Furthermore, protection regions of radiuscentered at
link capacities in [7]. It is shown that the sensing cost nhest receiving nodes are assumed as shown in Fig. 1. Any active
carefully chosen for the side information to also be beraficitransmitter cannot be inside this region to exclude the iposs
to the capacity of the cognitive user, while bringing litde bility that the receive signal and interference power riges
no harm to the primary user’'s capacity. infinity.
In this paper, we formulate a new sensing threshold designLet S, S, and S., respectively specify the locations of
problem to directly maximize the weighted sum capacities &%, P., andC,, within the polar coordinates. Considgr.,.

I. INTRODUCTION



formulate the capacity equations and then set up the cgpacit
objective for designing the sensing threshold.

A. Capacity Formulation

Consider the capacity of the primary and the cognitive
links, averaged over all radio locations. For the primargrus
the capacity depends on its probability of transmission and
the amount of interference, if any, from the cognitive user
and thus, is a function of the miss-detection probabilityr F
the cognitive user, the capacity depends on the opportunity
to transmit and whether there is any interference from the
primary user. Thus, the capacity of the cognitive user is a
function of both the false-alarm and miss-detection pridbab
ties. Specifically, these two capacities can be written as
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for example, and let denotes its radius and denote its
angle. For uniformly distributed'.., » has the density,.(r) } }
2r/(R? — €2) with e < r < R, and@ is uniform between 0
and2r. The distributions for the radius and anglesSi). and ~ Wwhere
Spt can be similarly derived. « 7 is the sensing threshold.

The channel between any transmitter and receiver is mod- JA; is the transmission probability of the primary user.
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eled ash = hpr-hrp, Where free-space path losg;, = da—% .
with « as the pathloss exponent models the averaged power
changing with distance and Rayleigh fading comporieng
models the small-scale variatiorl is a constant dependent
on the frequency and transmitter/receiver antenna gaid, an
hpp ~ CN(0,1) is a complex circular Gaussian random
variable with independent real and imaginary parts withatqu
variance.

To sense the primary transmission, the cognitive tranemitt
needs to perform a hypothesis testing to decide between the
following two hypotheses:

Ho
Hi

L]
y==z
y=x+z

wherey is the received samples @i, « is the signal received

Pr(Hy|H.,~) is the miss-detection probability, when the
secondary transmitter makes a decision to transmit while
the primary transmitter is also active. Denote

p=Pr(Hi|H1,7) = 1= Pr(Ho|Ho,7).  (3)

Pr(H,|Hy,~) is the false-alarm probability, when the
secondary transmitter makes a decision not to transmit
while the primary link is idle. Denote

q = Pr(Ho|Ho,7v) = 1 — Pr(Hy|Ho, ). 4)

L, and L. are the random received signal power of the
primary and cognitive receiver,

I,. and I., are random interference power from the
cognitive transmitter to the primary receiver, and from the
primary transmitter to the cognitive receiver, respedyive

at the cognitive transmitter from th&,, after experiencing Since the locations of the radios are random, we are inter-
path loss and fading, andis the thermal noise. Based on theested in the capacity averaged over all the random locations

studied channel model, the distributionsaofind z are
z~CN(0,03), z~CN(0,02),

whereo? = Ph%, with P as the primary transmit power, and
the noise power? is constant.

Depending on the knowledge about any of the radio locations,
the design of an optimal sensing threshold and the evaluatio
of the capacities will vary as subsequently analyzed.

B. Sensing Objective

Our objective here is to design a sensing threshold to

IIl. NETWORK CAPACITY FORMULATION AND SENSING
OBJECTIVE

In the considered network, the cognitive transmitter per-
forms the detection of the primary signal. Only when the cog-

C=upCp+(1—-u)C.=Es, s,, 5. [ap + bg + c|

directly maximize the weighted sum of primary and cognitive
users’ capacity as follows

(®)

nitive transmitter detects that there is no primary trassion, where0 < p < 1 is the weight to emphasize either the
it will begin its own transmission. In this paper, we consideprimary or the cognitive link capacity importance, an@nd
the design of an optimal power sensing threshold to direcijyare given in (3) and (4). Here captures the capacity terms
maximize the network weighted sum capacity. We will firshssociated with primary user transmittitsgyith primary user



not transmitting, and captures the common capacity termprimary transmission probabilities. When< 0, to maximize

given as (9), the threshold should be set to infinity, which means the
I I cognitive radio always transmit.
a=pmE {logQ (1 + —5)] —uME {logQ (1 + ﬁ)} On the other hand, whea > 0, the first and the second
9z . % T dpe derivatives off () can be found as
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where E{.} denotes the expectation with respect to channkét the first derivative be equal to zerf/(~v) = 0, we obtain
fading. an optimal threshold as
Ogr .goal .is to design .the cognitive sensing thres_hold to ) 5 02 o2 +a2b
maximize this network weighted sum capadityThe optimal 7= (0 + %); In{ —=——- (11)

threshold design is aided with the information about lawrati

of other radios known to the cognitive transmitter. Based o€ OPtimal vgluz (102}_alwa|y S sat|sf|hes copd|t||orr1] (113' Ilgenc
the location information, the cognitive transmitter carjuatl /() is maximized at this value. So the optimal threshold can

its sensing threshold to achieve a higher network capacity. be obtained as

In deriving the optimal threshold, we investigate four eliff 00, if a <0,
ent cases of location information (to be presented in Sectio 7! (02 + Ui)g—g In (Uﬁ;ﬂﬁ g) it a>0.
IV). These cases have also been considered in [7] in degjgnin _ - = _
a sensing threshold to minimize a Bayesian risk functiohn€ network weighted sum capacity can be computed using
which is different from the capacity objective (5). As in [7]this optimal threshold for each realization §..., Sy, Spt },
in all the four cases, we assume thdt and o2 are known, then averaged over all location realizations.
but S.; does not use? to infer the distance to the primaryg. Case 2: When Spr and S, are known
transmitter as it can alter the distribution 8f,..

(12)

Since C, has no knowledge of,;, it should design the
IV. OPTIMAL THRESHOLD threshold based on the objective function averaged Syer

In this section, we derive in closed-form the optimal thmsﬁo;;?nﬁgir?;'r Of{ Ser, Spr}. Maximizing (5) is equivalent to

olds to maximize the weighted sum capacity (5). We provic{g
detailed analysis for Case 1 with full location informatjamd fa(y) =Es.,[d]
then the extension for the other 3 cases. 2 St
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A. Case 1: When S, S., and S,; are available +Es, [b]/ 1 e*ﬁdg + Eg,,[c].
0

For Case 1, since the cognitive Tx knows the location of . 202_ ,
every radioa, b, c are known for each network realization anc?'m'lar to case 1, the optimal threshold for each pair of
can be regarded as constants. Maximizing the objectives(s){ism Spr} can be derived as
equivalent to maximizingyp + bg + ¢ for each realization of {oo, if Es,,[a] <0,

Spt, Spr, Ser b Furthermore, the signal power received at the 72 = o? .
c{iogniti\ie TX f}rom the primary Tx fo%lowspthe two degree chi- (0% + 03 )E In ( ) it Es,yla] > 0.
square distribution in both cases of primary transmitting a (13)
non-transmitting with different variances. Thus, for east In this new threshold, the capacity termsndb are averaged

of {Spt, Spr, Ser}, We can express the objective function asover the unknown locatios,;. The respective capacities are
calculated as follows.
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Our goal is to findy > 0 to maximize f(+). From (6) and

S o L.
(7) we observe that coefﬁmeb_tls always po§|t|ve, but can . +BEs,.s.. {(1 —p)AEs, {E {logQ (1 + )} H
be smaller or equal to zero in some locations under certain 02+ Iep



The difference from Case 1 is that, for each paif 6f.., Sy}, V. NUMERICAL RESULTS
there is only one optimal threshold for all possilflg:;, and A Simulation Settings
corresponding terms in the capacity expressions need to be

averaged oves,, while using this threshold. We use the model in Fig. 1 and set the network rétlii=
i R, = R; = 10, the protection regiom = 1 and the path loss
C. Case 3: When only S, is known parametery = 2.1. The primary and secondary transmit power

Similar to Case 2, sinc€’, does not knowS,; andS,,, and the thermal noise are set such that at the edge of a disc,
it should design the threshold by maximizing the objectivihe signal-to-noise ratio (SNR) i&B. For Case 1, we first
function averaged over a{lS,., S, } for each givenS.,. The generate 3000 sets of locatiofig, S, andS.,. For each set,

optimal threshold for eacld., in this case is 10000 Rayleigh fading channels are generated per link. We
o If Eg,, 5,.la] <0,v3 =00 then compute the optimal threshold for each set of locations
o If Eg,, 5, [la] >0, perform detection and compute the capacities. The capaciti

are then averaged over fading and the different locations.
o? o2+ Es,. 5.0 , .
3 = (03 + gg)_;m( 2 o z Opte,Opre ) (14) For Case 2, sincé),; is unknown, the same 3000 sets of
07 Es,..8,..10] Spr and S, as in Case 1 are used. Then for each pair of
The respective capacities should be calculated as follows. {Syr, Ser}, another 3,0005,; are generated to compute the

x

I threshold (13) by averagingandb over S,, and fading. After
Cp = FEs., {pz\lEspt,spr {E {Ing (1+ 0—5)” obtaining the threshold for each set of locations, the same
‘2 number of Rayleigh fading channels as in Case 1 are generated
+(1—p)\iEs,,.s,. {E {log2 (1+ ﬁ)} H to perform the detection. Then the program computes the
? I ke primary and cognitive capacities averaged o¥grand fading,
Ce = Es,,5pr,Ser {q(l - \M)E {logQ (1 + —2”} given the specific paif{Sy,,Sc-}. In the last step, these
7z capacities are averaged over &ff,,, S.,-} pairs.
+ Es., {(1 —p)AiEs,,.s,, {E {logQ (1 + UELTCICP)} H For Case 3, we use the same methodology and parameters

as in Case 2. For Case 4, since the cognitive transmitter has
no location information, the same locations 8f;, S,. and
D. Case 4: When no location information is available Se as Case 1 are used. And the threshold (15) is computed

As C;, has no location information, the objective functiof?y averaging: andb over all three locations.
should be averaged across all locations, resulting in only_a . .

. . . o . B. Results and Discussion
single optimal threshold for all location realizations.igh

optimal threshold for all the location sets is given as folo  In Fig. 2, the weighted sum capacities (5) with differensset
e If Bs, s s la] <0,y = o0 of location information are shown fqr = 0.5. Furthermore,
ptsOpryDer X Y I

e If Eg,, 5, 5..[a] >0, to compare with the performance of the previous threshold
) ) proposed in [7], the weighted sum capacity of [7] with full
(Uz +0z ESphSpr-,Scr[b]) (15) location information is also plotted. As the primary link
0?2 FEs,,.s,.5..[0] transmission probability goes up, the network becomes more

The respective capacities can be calculated according)to ffnsitive to miss detection, and the location informatiarim

and (2) using a single threshold for all network realizasion IS better revealed. While more location information resut
better capacity gain as expected, the comparatively modest

E. Generalization to multiple cognitive users gain with more location information is due to network param-
The proposed design can be generalized to a network witters (the radiiR,., R,, R;). Specifically, a close inspection
multiple cognitive users. Each cognitive transmitter reetml of the four log-terms in the capacity expressiansh andc
know only its respective location information, such as thg, 7, 8) reveals that, by setting the network parameterk suc
locations of its own receiver and of the primary transmittehat the average difference between the two terms without
and receiver. Each cognitive user then independently sensderference and the two with interference is larger, more
the spectrum using the proposed threshold, which is dedigreapacity penalty will incur because of miss detection and
to maximize the weighted sum of its own capacity anfhlse alarm. On the other hand, compared to the threshold
the primary user's capacity as in (5). In computing these [7], which is designed to minimize a Bayesian sensing
capacities, the interference from other cognitive userstma risk function, the capacity-optimal threshold (12) in@esithe
treated as noise assuming a certain variance, so the effectietwork throughput significantly, with gain ranging from 5%
impact of having multiple cognitive users is increasing th® 36% depending on;.
noise floor. The cognitive users can then choose to colladora To investigate where this gain comes from, we decompose
to fuse the sensing decisions. Since the sensing perfoerdncthe objective function into separate primary link capasitand
each individual cognitive user is improved with this threlsh cognitive link capacities in Fig.3 and Fig.4. The corresfing
design, as illustrated next, network performance should bepacities from [7] with full location information are also
improved as the whole. shown for comparison.

2 2 a2
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VI. CONCLUSION

In this work, we analytically derive an optimal sensing
threshold which maximizes the weighted sum network ca-
pacity. Furthermore, we analyze the capacity with différen
sets of location side information. Simulation results show
that, compared to another threshold designed to minimize a
Bayesian sensing risk function [7], the proposed threshold
can significantly improve the network sum capacity. The gain
comes from higher cognitive user’s capacity, but it is also
at an, albeit smaller, penalty on the primary user’s capacit
Moreover, location information is also helpful, for spasale
information is beneficial to the cognitive radio in making
optimal sensing decision. However, unlike in [7], the cafyac
is not as sensitive to the location information as the Bayesi
risk function. These results suggest that choosing thet righ

line is plotted using threshold in [7]

From Fig.3, the cognitive link capacities are increaseig]
significantly compared to [7]. The gain is more pronounce
as the primary user transmits more frequently (i.e.,)\as [2]
increases). In [7], when; approaches 1, the cognitive user’s
capacity drops to near zero, while with the new threshold, (123
the cognitive user can still maintain a significant capacity

However, in Fig.4, we discover that the network reaches ifd
maximum weighted sum capacity by sacrificing the primary
link’s rate. As A, increases, the primary user's capacity i$]
decreased from its maximal value in [7] by up to 25%.

If we adjust the weightu in (5) to be greater than 0.5, g

objective is crucial in designing a sensing threshold.
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