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Abstract

The causal cognitive interference channel (CCIC) has two sender-receiver pairs, in which the
second sender obtains information from the first sender causally and assists the transmission
of both senders. In this thesis, we study both the full- and half-duplex modes. In each
mode, we propose two new coding schemes built successively upon one another to illustrate
the impact of different coding techniques. The first scheme, called partial decode-forward
binning (PDF-binning), combines the ideas of partial decode-forward relaying and Gelfand-
Pinsker binning. The second scheme, called Han-Kobayashi partial decode-forward binning
(HK-PDF-binning), combines PDF-binning with Han-Kobayashi coding by further splitting
rates and applying superposition coding, conditional binning and relaxed joint decoding.

In both schemes, the second sender decodes a part of the message from the first sender,
then uses the Gelfand-Pinsker binning technique to bin against the decoded codeword, in
such a way that allows both state nullifying and forwarding. For Gaussian channels, this
PDF-binning essentializes to a correlation between the transmit signal and the binning
state, which encompasses the traditional dirty-paper-coding binning as a special case when
this correlation factor is zero. We also provide the closed-form optimal binning parameter
for each scheme.

The 2-phase half-duplex schemes are adapted from the full-duplex ones by removing the
block Markov encoding, sending different message parts in different phases and applying
joint decoding across both phases. Analysis shows that the HK-PDF-binning scheme in
both modes encompasses the Han-Kobayashi rate region and achieves both the partial
decode-forward relaying rate for the first sender and interference-free rate for the second
sender. Furthermore, this scheme outperforms several existing schemes.

This thesis further analyzes the maximum rate for the cognitive user while keeping
the primal user’s rate interference-free in four special channel settings. In each setting,
we investigate the optimal time duration for the first phase transmission and the power
allocations. We also study the effect of channel gain parameters on this maximum rate for
the cognitive user. Simulation results for different channel parameters verify the analysis
and show that the cognitive user can achieve significant rates while not affecting the primary

user’s rate even in the half-duplex causal mode.
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Abrégé

Le canal a interférence cognitif causal (CCIC) est constitué de deux paires émetteurs-
récepteurs: le premier émetteur peut transmettre de I'information au second de maniere
causale, de telle sorte que ce dernier puisse améliorer la communication des deux. Dans cette
these, nous étudions a la fois les liaisons half- et full-duplex. Pour chacune, nous proposons
deux nouveaux codages, construits successivement 1'un sur l'autre, dans le but d’illustrer
I'impact de chaque technique. Le premier codage, que nous nommerons decode-forward
partiel avec binning (PDF-binning), associe la stratégie de relayage par decode-forward
partiel a la technique de binning de Gelfand-Pinsker. Le second codage, appelé decode-
forward partiel avec binning de Han-Kobayashi (HK-PDF-binning), combine la stratégie
PDF-binning avec le codage de Han-Kobayashi: il s’agit ici de diviser le débit plus finement
et d’utiliser le codage par superposition, le binning conditionnel et un décodage conjoint
mais moins contraignant.

Pour ces deux codages, le second émetteur décode seulement une partie du message regu
du premier, puis il applique la technique de binning de Gelfand-Pinsker afin de réduire les
interférences générées par les mots de code émis par 'utilisateur primaire, de telle sorte que
le message décodé en provenance du premier utilisateur devienne 1’état de binning et soit
retransmis ainsi sur le canal. Dans le cas des canaux gaussiens, la stratégie de PDF-binning
met en lumiere la corrélation entre le signal transmis et 1’état de binning. La technique
classique de binning utilisée dans le “dirty paper coding” est alors incluse en tant que cas
particulier, lorsque le facteur de corrélation est nul. Puis, nous présentons une solution
analytique au probleme d’optimisation du parametre de binning pour chaque stratégie de
codage.

Les codages pour les liaisons half-duplex, constituées de deux phases de transmission,
découlent de leurs homologues full-duplex. La stratégie de codage ne repose plus dans ce
cas sur ’encodage en bloc de Markov. Les différents messages sont transmis a des instants
distincts, et sont décodés conjointement en considérant les deux phases de transmission.
L’étude analytique proposée dans cette these démontre que la stratégie HK-PDF-binning
inclut la région de capacité de Han-Kobayashi a la fois pour les liaisons half-duplex et full-
duplex. Elle permet au premier émetteur de transmettre au débit permis par le decode-
forward partiel en méme temps qu’elle permet au second de transmettre sans interférence.

De plus, les performances de cette stratégie surpassent celles des stratégies existantes.
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Cette these s’intéresse également au débit maximum atteignable par I'utilisateur cognitif
lorsque l'utilisateur primaire transmet sans interférence pour quatre situations de canaux.
Pour chaque situation, nous recherchons la durée optimale de la premiere phase, ainsi que
les allocations de puissance. Nous analysons également 'impact des différents parametres
de canaux sur ce débit maximum pour I’émetteur cognitif. Les simulations, effectuées pour
différents parametres, permettent de confirmer I'analyse. Elles montrent que 'utilisateur
cognitif peut atteindre des débits significatifs sans pour autant affecter le débit de I’émetteur

primaire, méme dans le cas d’une liaison half-duplex causale.
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Chapter 1

Introduction

1.1 Motivation

Wireless communication has undergone tremendous development in the last few decades.
With the rapid development of mobile devices and communication applications, radio fre-
quency is becoming one of the most valuable resources in the world. However, according
to a report by the Federal Communications Commission [I], nearly 90% of the spectrum is
unused and needs to be improved. Cognitive radio technology is one of the most significant
and efficient technologies in improving the spectrum efficiency. The prominent character-
istic of cognitive radio is the ability for one cognitive device to sense another device and
use it to assist its own transmissions.

Devoroye, Mitran and Tarokh first study cognitive radio in an information-theoretic
perspective in [2] and put forward the definition of a cognitive radio channel, which consists
of two pairs of senders and receivers. The sender which is aware of the message of the
other sender is called the cognitive sender, while the other sender is called the primary
user. This channel brings new ideas to improving the spectrum efficiency and has received
tremendous attention. Many researchers have begun to investigate in this area and proposed
new coding schemes for this channel. However, Devoroye, Mitran and Tarokh’s paper
mainly focuses on the non-causal case, meaning the cognitive user knows the primary user’s
message beforehand. This is impractical in the implementations. In this thesis, we propose
several transmission schemes for the cognitive radio channel in the causal case, in which
the cognitive user obtains the primer user’s message and information causally through a

decoding process.

2012/08/10
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1.2 Thesis problem statement

In this thesis, we focus on the problem of the Causal Cognitive Interference Channel (CCIC)
where the cognitive user serves as a relay by forwarding the primary user’s message, while
also transmitting its own messages. This channel is an asymmetric channel, which means
that only the cognitive user will assist the primary user, not the reverse.

This model has many practical considerations and values. Consider, for example, the
cellular system with two users and two base stations. User one and user two want to
communicate with base station one and base station two, respectively. If user two is much
closer to user one than base station one is, then user two can serve as a relay and help user
one transmit information. User two can also send its own message to base station two at
the same time.

The CCIC is a special case for a more generalized channel called the Interference Chan-
nel with Source Cooperation (IC-SC). IC-SC is also a four-node channel (two sender-receiver
pairs). It considers the scenario of cooperations in both directions, i.e. both senders will
first decode cooperative messages from the other sender and help each other to transmit.
This thesis only investigates CCIC, the uni-directional cooperation case for IC-SC, which
has not been much studied yet. Although CCIC is a special case of IC-SC, the study of
the CCIC is necessary and valuable. First, some coding schemes for IC-SC requiring bi-
directional cooperations between both senders are not applicable to the CCIC channel due
to the uni-directional cooperation constraint. For example, IC-SC usually requires senders
to both listen and decode. This may be impossible if one of the links between the senders
is poor or does not even exist. Second, we propose a new perspective to study this channel.
Most of the traditional coding schemes study the cognitive channel and IC-SC in a view
of interference channel. This thesis, however, studies this channel more from a relaying

perspective.

1.3 Thesis contribution and organization

1.3.1 Thesis contribution

In this thesis, we fully define the causal cognitive interference channel in both the full- and
half-duplex modes and propose several coding schemes based on partial decode-forward

relaying, Gelfand-Pinsker binning and Han-Kobayashi coding.
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Full-duplex case: PDF-binning and HK-PDF-binning

The full-duplex causal cognitive interference channel is a four-node channel with two sender-
receiver pairs S1-D; and Si-Ds, as in Figure 3.1} S; and Sy want to transmit messages to
Dy and D, respectively. Sy also serves as a relay by forwarding S;’s message to D, while
transmitting its own message to Ds.

We propose two new coding schemes, in which the second scheme is built successively

on top of the first one to illustrate the effect of each technique used.

e The first scheme is called partial decode-forward binning (PDF-binning), which uti-
lizes rate splitting, block Markov encoding, partial decode-forward relaying, Gelfand-
Pinsker binning and forward joint decoding across two blocks. S; divides its message
into two parts: one as a private message sent to D; directly, the other as a forwarding
message, which is sent to D; with the help of S;. Sy first causally decodes the for-
warding message part from S7, then uses the decoded codeword as the binning state.
In this case, however, the binning also allows S, to forward a part of the state to
Dy, which uses joint decoding across two blocks to decode its messages from both S
and Sy. As opposed to the state amplification in [3], we want to decode the state at
a different receiver (D;) from decoding the message (Ds). This scheme achieves the

partial decode-forward relaying rate for user 1 and Gelfand-Pinsker rate for user 2.

e The second scheme is called Han-Kobayashi PDF-binning (HK-PDF-binning), which
combines PDF-binning with Han-Kobayashi coding by having both users further split
their messages. S divides its message into three parts: one as the Han-Kobayashi
(HK) private message decoded only at Dy, another as the HK public message decoded
at both D; and D, and the final part as the forwarding message. Sy divides its
message into two parts: one as the HK private message and the other as the HK public
message. There are three ideas in addition to the PDF-binning. First, in performing
partial decode-forward, S5 uses conditional binning instead of traditional binning to
bin only its private message part. Second, although D; uses joint decoding in both
schemes, the decoding rule here is relaxed, as D; also decodes the public message
from S, without requiring it to be correct. Third, instead of simple Gelfand-Pinsker
decoding, Dy uses joint decoding of the binning auxiliary random variable and the

HK public messages from the two senders, which are encoded independently of the
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state. HK-PDF-binning achieves both the Han-Kobayashi and the PDF-binning rate

regions.

Half-duplex case: HD-PDF-binning and HD-HK-PDF-binning

For the half-duplex CCIC, the transmission is divided into two phases as in Figure [4.1]
In the first phase, S7 transmits to Sy, D7 and Ds. In the second phase, the two senders
transmit messages simultaneously, during which S5 can both relay and apply cognitive
encoding.

We adapt the above two coding schemes to the half-duplex case. The main challenges
in adapting full-duplex schemes to the half-duplex mode include deciding which message
parts should be sent in which phase and changing the destination decoding rule to joint
decoding across both phases.

Specifically, we propose two half-duplex (HD) schemes: HD-PDF-binning and HD-HK-
PDF-binning. At the end of the first phase in both schemes, Sy decodes a message part
from S; and then applies PDF-binning, but neither D; nor D, decode here. Both D,
and Dy only decode at the end of the second phase. There are several differences from
full-duplex coding. First, not all message parts are sent in each phase. Second, there is no
need for block Markovity; instead, we use superposition codewords in the two phases of the
same block. Third, we use joint decoding at the destinations over two phases of the same

block instead of over two consecutive blocks.

Applications to Gaussian channels

When applied to the Gaussian channel, a major difference between PDF-binning and the
traditional binning in dirty paper coding (DPC) [4] is that we introduce a correlation
between the transmit signal and the state. This correlation allows both binning and for-
warding at the same time, thus helping improve the transmission rate for the first user and
still allowing the second user to achieve the interference-free rate. We derive the closed-form
optimal binning parameter for each coding scheme. This PDF-binning parameter contains
the DPC-binning parameter as a special case.

Results show that the HK-PDF-binning scheme outperforms several existing schemes
in both the full- and half-duplex modes for the causal cognitive interference channel. Our

analysis also shows clearly the impact on rate region for each of the techniques used.
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Furthermore, the maximum rate for the primary sender is the rate of partial decode-forward
relaying and the maximum rate for the secondary sender is the interference-free rate as in

dirty paper coding.

Rate region analysis for the Gaussian HD-HK-PDF-Binning scheme

Since the half-duplex scheme is practical in real systems, we further analyze the rate region
for the Gaussian half-duplex Han-Kobayashi Partial Decode-Forward Binning scheme. We
study the maximum rate for the second sender while keeping the first sender rate as without
interference in four special channel settings. In each setting, we investigate the optimal time
duration for the first phase transmission and the power allocations to achieve this rate for
the cognitive sender. Furthermore, we study the relationships between the maximum rate
for the cognitive sender and three channel gains parameters (two cross channel gains and
one channel gain between two transmitters). The simulation results show that when the
cross channel gains are strong enough, the cognitive user can achieve the interference-free

rate.

Advantages of the proposed scheme

One of the prominent advantages for the proposed scheme is the inclusion of both the Han-
Kobayashi rate region and the partial decode-forward rate. Several works have investigated
the IC-SC in the full-duplex and half-duplex modes, but none of them achieve both Han-
Kobayashi rate region and partial decode-forward rate.

[23], [24], [26] and [27] study the IC-SC in the full-duplex mode. Host-Madsen [23]
proposes a coding scheme for IC-SC for transmitter cooperation based on the dirty paper
coding and block Markov encoding. This scheme achieves partial decode-forward rate but
not Han-Kobayashi region since there is no rate splitting. Probhakaran and Viswanath
propose two coding schemes in [24]. The first scheme (see [24] Theorem 4(a)) is based on
3-part message splitting and block Markov encoding. This scheme achieves Han-Kobayashi
region but not always the partial decode-forward rate because both destinations need to
decode the cooperative public message. The second scheme in [24] is based on 4-part
rate splitting and block Markov encoding. But it does not always achieve either the Han-
Kobayashi rate region or the partial decode-forward rate. Cao and Chen [26] propose an

achievable rate region for the interference channel with source cooperation based on rate
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splitting, block Markov encoding, superposition encoding, dirty paper coding and random
binning. This scheme achieves the Han-Kobayashi region, but not the decode-forward rate
due to no block Markovity between the current and previous cooperative block messages.
Yang and Tuninetti [27] propose two schemes for the interference channel with generalized
feedback based on block Markov superposition coding, binning and backward decoding.
This scheme achieves the Han-Kobayashi region but not the decode-forward rate because
both destinations need to decode the cooperative common message.

[2] and [35] study the cognitive channel in the half-duplex mode. However, neither of
these two achieves both Han-Kobayashi rate region and partial decode-forward rate. In
[2], four protocols are proposed in which the secondary user obtains the message from
the primary user causally. Time-sharing these 4 protocols can achieve the Han-Kobayashi
rate region but not the decode-forward relaying rate. In [35], the authors proposed a new
achievable rate region by a 2-phase scheme based on rate splitting, block Markov encoding,
Gelfand-Pinsker binning and backward decoding. This scheme can only achieve the rate
of decode-forward relaying, which is less than the partial decode-forward rate in the half-
duplex mode. We will discuss these two schemes in more detail in Section 4.3.4}

Another obvious advantage is that we propose a new binning technique called HK-PDF-
Binning, which introduces a correlation factor between the codeword and the binning state.
This correlation contains both functionalities of binning and message forwarding, thus it
enlarges the rate region compared with the traditional Gelfand-Pinsker binning [14]. We
also show the analytical expressions for the optimal binning parameter A in each Gaussian
case, which depends on the correlation factor. This correlation factor and the optimal
binning parameter are significant in the optimal power allocations.

Last but not the least, we present the compact rate region after Fourier Motzkin Elim-
ination and obtain a region similar to the 7-constraint Han-Kobayashi rate region for the
interference channel. This explicit rate region makes it possible to plot the rate region di-
rectly, which few of the current coding schemes can do. Many of the current coding schemes
only show the rate constraints before Fourier Motzkin Elimination, which is impossible to

plot numerically.
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1.3.2 Thesis organization

This thesis consists of five major chapters. Chapter 2 reviews the current works related
to the causal cognitive interference channel in both full- and half-duplex modes. In each
mode, we discuss four channels: relay channel, interference channel, cognitive interference
channel and interference channel with source cooperation.

Chapter 3 first defines the discrete memoryless model for the causal cognitive inter-
ference channel in the full-duplex case. We then propose two new transmission schemes:
PDF-Binning and Han-Kobayashi PDF-Binning. For each scheme, we obtain the rate
regions and compare them with existing full-duplex schemes in IC-SC analytically and
numerically.

Chapter 4 adapts the two coding schemes to the half-duplex case and follows similar
procedures to Chapter 3. We first present the half-duplex channel and two half-duplex
coding schemes: HD-PDF-Binning and HD-HK-PDF-Binning, then derive the rate region
for both discrete memoryless and Gaussian cases and compare them with the existing
half-duplex schemes.

Chapter 5 analyzes the rate region for the Gaussian HD-HK-PDF-Binning and studies
the maximum rate for the cognitive user while keeping the primary user in the interference-
free rate. We also study four special channel settings to find the optimal time duration
for the first phase and the power allocations. Simulation results for different channel
parameters provide supports for our analysis in the special channel settings.

Chapter 6 concludes the thesis and states possible future work directions.

1.4 Author’s work

The following paper based on the content of this thesis is published in the international

conference proceedings:

e 7. Wu and M. Vu, ”Partial Decode-Forward Binning for Full-Duplex Causal Cognitive
Interference Channels”, in Proc. IEEE Int’l Symp. on Information Theory (ISIT),
July 2012.

The following paper based on the content of this thesis is submitted to the international

journal:
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e 7. Wuand M. Vu, "Partial Decode-Forward Binning Schemes for the Causal Cognitive
Relay Channels”, submitted to IEEE Trans. on Information Theory, Dec. 2011,
available at http://arxiv.org/abs/1111.3966.



Chapter 2
Literature Review

The Causal Cognitive Interference Channel (CCIC) is a four-node channel with two senders
and two receivers, in which the second sender obtains information from the first sender
causally, then uses that to assist the transmissions of the first sender and its own message.
Different from the assumption in the traditional cognitive channel that the secondary user
knows the primary user’s message non-causally, we propose several coding schemes in which
the secondary user first decodes the primary user’s message causally, then transmits the
decoded message and its own message cognitively.

In this thesis, we study the causal cognitive interference channel in both full- and half-
duplex modes. Analysis for the full-duplex mode gives us insights into the optimal coding
schemes, while application to the half-duplex mode is more practical. In the full-duplex
mode, there is no time division into sub-phases; both senders transmit all messages during
the whole transmission. In the half-duplex mode, however, the transmission is divided into
two phases with different message parts sent during each phase. In the first phase, the
second user obtains a message from the first sender causally. In the second phase, these
two senders transmit the messages concurrently.

This causal cognitive interference channel has not been studied much in the literature.
But it has tight relationships with the relay channel (RC), the interference channel (IC)
and the cognitive interference channel (CIC). On the one hand, the second sender serves
as a relay and helps forward the message from the first sender. On the other hand, these
two senders interfere with each other during the transmission, and they can also cooper-

ate cognitively. The closest channel to the CCIC is the interference channel with source
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cooperation (IC with SC), in which both senders can exchange messages causally.
Next, we review existing work related to the causal cognitive interference channel in
both full- and half-duplex modes.

2.1 Full-duplex case

2.1.1 Relay channel

Van der Meulen first proposes the concept of relay channel in [5]. Cover and El Gamal
further design several important techniques for relay channels, including decode-forward,
compress-forward, and mixed decode-forward and compress-forward in [6]. A variation of
the decode-forward scheme is partial decode-forward, in which the relay only decodes a part
of the message from the source and forwards it to the destination instead of decoding the
whole message. Kramer, Gastpar and Gupta [7] extend these schemes to the multiple-node
relay networks and propose several rate regions based on decode-forward, compress-forward
and mixed strategies. Lim, Kim, El Gamal and Chung [§] propose a new scheme called noisy
network coding (NNC) based on compress-forward relaying. These relay coding techniques
have been widely applied in other channels. For example, in [9], Liang and Kramer study
the relay broadcast channel using the idea of rate splitting, block Markov encoding and

partial decode-forward relaying.

2.1.2 Interference channel

Carleial first introduces the interference channel and proposes inner and outer bounds as
well as capacity results for several special cases in [10]. Sato studies the capacity for
the Gaussian interference channel with strong interference in [II]. Han and Kobayashi
propose the well-known Han-Kobayashi coding technique in [12] using rate splitting at the
transmitters and joint decoding at the receivers, which to date achieves the largest rate
region for the interference channel. Chong, Motani, Garg and El Gamal [I3] propose a
variant scheme based on superposition coding, which achieves the same rate region as the
original Han-Kobayashi scheme but has fewer auxiliary random variables and hence reduces

the encoding and decoding complexities.
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2.1.3 Cognitive interference channel

The cognitive interference channel is another closely related channel, which plays a signifi-
cant role in improving spectrum efficiency. Devroye, Mitran and Tarokh first propose the
concept in [2] and provide an achievable rate region based on combining Gelfand-Pinsker
coding [14] with Han-Kobayashi scheme. They study both the genie-aided (non-causal) and
the non genie-aided (causal) cases. Maric, Yates and Kramer determine the capacity region
for the channel with very strong interference in [I5]. Wu, Vishwanath and Arapostathis
determine the capacity region for the weak interference case in [16]. Other coding schemes
for the cognitive interference channel can be seen in [17, 18, [19]. Jovicic and Viswanath [20]
analyze the Gaussian cognitive channel and give the largest rate for the cognitive user under
the constraint that the primary user experiences no rate degradation and uses single-user
decoder. Rini, Tuninetti and Devroye [21] further propose several new inner, outer bounds
and capacity results based on rate spitting, superposition coding, a broadcast channel-like
binning scheme and Gelfand-Pinsker coding.

An important technique used in all cognitive coding is the binning technique proposed
by Gelfand and Pinsker in [I4]. In Gelfand-Pinsker binning, the state of the channel is
known at the input, but unknown at the output. Marton [22] proposes the double binning
scheme and applies it to the broadcast channel. Kim, Sutivong and Cover [3] further
analyze Gelfand-Pinsker binning to allow the decoding of a part of state information at
the destination at a reduced information rate. Costa [4] applies Gelfand-Pinsker binning
to the Gaussian channel and proposes the well-known dirty paper coding (DPC) scheme,
which achieves the same rate as if the channel is interference free. A surprising feature of

DPC binning is that the transmit signal is independent of the state.

2.1.4 Interference channel with source cooperation

Host-Madsen [23] studies outer and inner bounds for the interference channel with either
destination or source cooperation. The achievable rate for source cooperation is based
on block Markov encoding and dirty paper coding, which includes the rate for decode-
forward relaying but not the Han-Kobayashi region. Prabhakaran and Viswanath [24]
investigate the Gaussian interference channel with source cooperation and propose two
achievable rate region built on block Markov encoding, superposition coding and Han-

Kobayashi scheme, but without binning, as well as several upper bounds on the sum rate.
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Wang and Tse [25] study the Gaussian interference channel with conferencing transmitters
and propose an achievable rate region within 6.5 bits/s/Hz of the capacity for all channel
parameters. The channel is based on conferencing model, in which the common message
parts are known though noiseless conference links between the two transmitters before
each block transmission begins, hence there is no need for block Markovity. The scheme
utilizes Marton’s double binning for the cooperative private messages and superposition
coding but not dirty paper coding for the non-cooperative private message parts. Cao and
Chen [26] propose an achievable rate region for the interference channel with transmitter
cooperation using block Markov encoding, rate splitting and superposition coding, dirty
paper coding and random binning. This scheme includes the Han-Kobayashi region but not
the decode-forward relaying rate. Yang and Tuninetti [27] study the interference channel
with generalized feedback (also known as source cooperation) and propose two schemes.
The first scheme uses rate splitting and block Markov superposition coding only, in which
the two users send common messages cooperatively. The second scheme extends the first
one by using both block Markov superposition coding and binning, in which parts of both
common and private messages are sent cooperatively. This scheme also achieves the Han-
Kobayashi region but not the decode-forward relaying rate. We will discuss the schemes
in [26, 27] in more detail in Section [3.2.3] Tandon and Ulukus [28] study an outer bound
for the MAC with generalized feedback based on dependence balance [29] and extend this

idea to the interference channel with user cooperation. We will apply this outer bound in

Section [3.3.6

2.2 Half-duplex case

For half-duplex communications, results also exist for the above channels, albeit fewer than

in the full-duplex case.

2.2.1 Relay channel

Host-Madsen and Zhang study upper and lower bounds for the half-duplex relay channel
based on time-division in [30, [BI] and give achievable rates for the Gaussian relay channel
using partial decode-forward and compress-forward. Zhang, Jiang, Goldsmith and Cui [32]

study the half-duplex Gaussian relay channel with arbitrary correlated noises at the relay
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and destination. They also evaluate the achievable rates using decode-forward, compress-
forward and amplify-forward, showing none of these schemes strictly outperforms the oth-
ers. Liu, Stankovic and Xiong [33] propose a practical compress-forward scheme for the
half-duplex Gaussian relay channel based on Wyner-Ziv coding. The practical implementa-
tion of this scheme achieves as close as 0.76 dB to the theoretical limit of compress forward
if utilizing LDPC codes for error protection at the source and nested scalar quantization

and TRA codes for Wyner-Ziv coding at the relay.

2.2.2 Interference channel

Peng and Rajan [34] study the half-duplex Gaussian interference channel and compute
several inner and outer bounds for transmitter or receiver cooperation. In both cooper-
ation schemes, the transmission is divided into three phases: two broadcast phases and
one MIMO cooperative phase. For transmitter cooperation, each transmitter utilizes the
decode-forward scheme and serves as a relay and decodes the message from the other trans-
mitter in the broadcast phase. In the cooperative phase, both transmitters deliver their
messages cooperatively. In the receiver cooperation, each receiver acts as a relay and de-
codes the information from the other destination. The compress-forward scheme is used at
the relays. They also compare these two cooperation schemes and show that the transmit-
ter cooperation outperforms the receiver cooperation under the same channel conditions

and transmit power constraints.

2.2.3 Cognitive interference channel

For the half-duplex cognitive interference channel, Devroye, Mitran and Tarokh [2] propose
four protocols in which the secondary user obtains the message from the primary user
causally. Time-sharing these 4 protocols can achieve the Han-Kobayashi rate region but
not the decode-forward relaying rate. Chatterjee, Tong and Oyman [35] further propose
a new achievable rate region by a 2-phase scheme based on rate splitting, block Markov
encoding, Gelfand-Pinsker binning and backward decoding. This scheme can only achieve
the rate of decode-forward relaying, which is less than the partial decode-forward rate in
the half-duplex mode. We will discuss these two schemes in more detail in Section [4.3.4]
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2.2.4 Half-duplex IC-SC

Wu, Prabhakaran and Viswanath study the interference channels with source cooperation
under the half-duplex constraint [36]. They create a virtual channel which decomposes the
model of both senders transmitting into two separate models that each sender transmits
alone. They further propose a scheme generalizing superposition coding and the Han-
Kobayashi scheme and study a specific symmetric linear deterministic case and compute
its sum rate. Analysis shows that this scheme is optimal for the considered channel by

showing the match of upper and lower bounds.
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Chapter 3

Full-Duplex Transmission Scheme for

the CCIC

3.1 Full-duplex DM-CCIC Models

The full-duplex causal cognitive interference channel consists of two input alphabets X7, As,
and three output alphabets ), Vs, Y. The channel is characterized by a channel transition
probability p(y1, y2, y|z1, x2), where 1 and x5 are the transmit signals of Sy and Sa; y1, Y2
and y are the received signals of Dy, Dy and Sy. Figure illustrates the channel model,
where W and W5 are the messages of S; and S5. For notation, we use upper case letters
to indicate random variables and lower case letters to indicate their realizations. We use
™ and 2 to represent the vectors (x1,...,2,) and (zy,...,z,) respectively.

The causal cognitive interference channel has tight relationships with the interference
and the relay channels. For example, this channel model can be converted to the interference
channel[10] if Sy does not forward any information to D;. Similarly, this channel reduces
to the relay channel [5], [0] if S does not have any message for Ds.

A (27 272 n) code, or a communication strategy for n channel uses with rate pair

(R1, R»), consists of the following:

e Two message sets W x Wy = [1,2"1] x [1,2"%2] and independent messages Wy, W,

uniformly distributed over W; and W, respectively.

e Two encoders: one maps message w; into codeword z7(w;) € A", and one maps wy

and each received sequence yk’_1 into a symbol oy (ws, yk_l) c X
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Fig. 3.1 The full-duplex modes for the causal cognitive interference channel.

e Two decoders: one maps yi into w; € Wi; one maps y4 into wy € Wh.

The probability of error when the message pair (Wy, W5) is sent is defined as P,(W;, Ws) =
P{(/Wl,wg) # (W1, Ws)}. A rate pair (Ry, R) is said to be achievable if, for any € > 0,
there exists a code such that the average error probability P, < € as n — co. The capacity

region is the convex closure of the set of all achievable rate pairs.

3.2 Full-duplex partial decode-forward binning schemes

3.2.1 PDF-binning scheme

The first scheme uses block Markov superposition encoding at S; and partial decode-forward
relaying and Gelfand-Pinsker binning at S;. D; uses joint decoding across two blocks
while D, uses normal Gelfand-Pinsker decoding. The first sender S; splits its message
wy into two parts (wig,wy1), which correspond to the common (forwarding) and private
parts. We use block Markov encoding at Sy, such that the current-block common message
wyo is superimposed on the previous-block common message wj,. Then, message wy; is
superimposed on both w}, and wyg. The second sender Sy decodes the previous common
message w;, from the first sender S; and then uses binning to bin against the codeword
for this message part. Depending on the joint distribution between the binning auxiliary
random variable and the state, Sy can also forward a part of the state (i.e. message wj,)
to D;. The encoding and decoding structure can be seen in Figure 3.2 in which wj,

corresponds to wyg[i—1)

Theorem 1. The convex hull of the following rate region is achievable for the full-duplex
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sp Wiofi-1g
W. . A A
spC 10i Waogi—1; Waggi—qg
Wiy
, (Wm[il] Wy,
Bin A
W. V2i (for some)

2i

Fig. 3.2 Coding structure for the full-duplex PDF-binning scheme at block
i. (SP stands for superposition, Bin stands for binning.)

causal cognitive interference channel using PDF-binning:

Ry < I(Uho; Y |Tho) + I1(X1; Y1|Uso, Tho)
U Ry < I(Tho, Uy, X1: Y1) (3.1)
Pol Ry < I(Uy;Ya) — I(Us; Tho),

where

Py = p(ti0)p(uioltio)p(x1]tio, wio)p(usz|tio)p(xaltio, u2)p(y1, y2, y|x1, 22).

Remark 1. The maximum rate for each user.
e The first user Sy achieves the maximum rate of partial decode-forward relaying if we

set U2 = @, X2 = T10~

Rinax = max mln{[(Ul(), Y|X2) -+ ](Xl, Y1|U10, XQ), ](Xl,XQ; )/1)} (32)

p(u10,22)p(z1|u10,22)
In this case, there is no binning but only forwarding at Ss.
e The second user Sy achieves the mazimum rate of Gelfand-Pinsker’s binning if we set

Tyo = Uro = Xi1.

Ry™ = max {I(Us;Y3) — I(Us; X1) }. (3.3)

p(z1,u2)p(z2|z:,uz)
In this case, there is no forwarding of the state at Ss.

Proof. The transmission is done in B blocks, each of which consists of n channel uses. S
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splits each message w; into two independent parts (wjg, wy;). During the first B — 1 blocks,
Si encodes and sends a message tuple (wigi—1], Wig;, wi1;) € [1, 27110] x [1, 20F10] x [1, 2nHu];
Sy encodes and sends message (wiop—1), w2;) € [1,2"40] x [1,2"%2] where i = 1,2,...,B—1
denotes the block index. When B — oo, the average rate triple (Rm%, RH%, Rg%)
approaches to (Ryg, Ri1, Ra).

We use random codes and fix a joint probability distribution
p(t10)p(uioltio)p(w1lti0, w10)p(uzltio)p(w2ltio, us)-

Codebook generation

For each block i (we can also just generate two independent codebooks for the odd and

even blocks to make the error events of two consecutive blocks independent [9]):

e Independently generate 2"%10 sequences 7, ~ [],_, p(t1ox). Index these codewords as

tho(wly), wiy € [1,270],

e For each t],(w},), independently generate 2"%10 sequences ufy ~ []}_; p(u10k|tiok)-
Index these codewords as ul,(wyo|w}y), wio € [1,2"F1°]. wyy contains the common

message of the current block, while w}, contains the common message of the previous
block.

e For each 17 (w),) and uf,(wig|lw,y), independently generate 2"%11 sequences z7 ~
1oz, p(z1kltion, utor). Index these codewords as z7(wqy, wiglwyy), win € [1,2"F1]]

Wi € [1, Qano].

e Independently generate 2"(F2+52) sequences uf ~ [ 15—, p(usgx). Index these codewords

as ul(wa, v3), wo € [1,27%2] and v, € [1,275].
e For each t19(w),) and ul(wq,vs), generate one xf ~ szl (k| tor, uze). Denote a2
by Q:g(w/107 w2, U2)-
Encoding

At the beginning of block i, let (wyq;, w114, wo;) be the new messages to be sent in block 4,

and (wyof—1], W11[i—1], Wapi—1]) be the messages sent in block i — 1.
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e S knows wig;—q], in order to send (wig;, wi13), Si transmits 7 (w1, wioi[Wiofi-1))-
e S, searches for a vy; such that
(5o (wiogi—1)), uh (wai, v25)) € AL (Prygus,).
Such a vy; exists with high probability if
R, > I(Uy; Tho). (3.4)
Sy then transmits x4 (wigfi—1], Wai, Va;) -

Decoding

At the end of block :

e Sy knows wyg;—1) and declares message wyo; was sent if it is the unique message such
that

(7o (Wiofi—1))s uly (Wr0: | wiop—1))s (1)) € A (Prygun,ey ),

where y" (i) indicates the received signal at Sy in block 7. We can show that the

decoding error probability goes to 0 as n — oo if

R10 S I(Ulo,Y|T10) (35)

o D, knows wygfi—2 and decodes (wig[i—1], wi1i—1)) based on the signals received at block
i — 1 and block 7. It declares that message pair (Wio—1), Wi1i—1)) Was sent if it is the

unique pair such that

(t?o(wm[i—z]), U?o(wl()[i—l]lwlo[i—ﬂ); ff(ﬁfn[i—u, 1@10[1'—1]|w10[z‘—2]), y?(@ - 1)) € Agn)(PTmUleYl)

and  (tj(105i-1)), 47 (1)) € AL (Pryyy;)-
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The decoding error probability goes to 0 as n — oo if

Ry < I(X1; Y1|Uso, Tho)
Rio + Ry1 < I(Tho, Usg, X1; Y1). (3.6)

e D, treats Tyg, a part of the signal from 57, as the state and decodes ws; based on the
signal received at block i. Specifically, Dy decodes wy; directly using joint typicality

between uy and y5. It declares that message wo; was sent if it is unique such that
(ug(w%? @21')7 y;@)) S Agn)<PU2Y2)
for some v9;. The decoding error probability goes to 0 as n — oo if

Ry + Ry < I(Us; Ya). (3.7)

Let Ry = Ry + R11, apply Fourier-Motzkin Elimination [37] on constraints (3.4)-(3.7)), and
we get the rate region in (3.1)). [

Remark 2. While the idea of the basic PDF-binning scheme is straightforward, this scheme
allows the understanding of binning to achieve the maximum rates of partial decode-forward
relaying at user 1 as in and Gelfand-Pinsker coding at user 2 as in . The
importance magnifies in the Gaussian application in Section |3.5. This scheme helps build

the base for more complicated schemes later.

3.2.2 Han-Kobayashi PDF-binning scheme

Figure illustrates the idea of the full-duplex Han-Kobayashi PDF-binning scheme. Built
upon PDF-binning, each user further splits its message to incorporate Han-Kobayashi cod-
ing. Message w; is split into three parts: wyg,wq1, w12, corresponding to the common
(forwarding), public and private parts, and message ws is split into two parts: ws;, was,
corresponding to the public and private parts. Take the transmission in block ¢ as an ex-
ample. At S7, the current common message wyg; is superimposed on the previous commons
message wio[;—1]; message wiy; is encoded independently of both wig;;—1) and wo;; message

wig; is then superimposed on all three messages wigp—1], wio; and wyg;. Sz decodes wygpi—q]
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Fig. 3.3 Coding structure for the full-duplex Han-Kobayashi PDF-binning
scheme at block i.

of the previous block and uses conditional binning to bin its private part wap) against
Wig[i—1), conditionally on knowing the public part ws;). At the end of block i, D; uses
joint decoding over two blocks to decode a unique tuple (@10[1,1], W11[i—1] 12112[1-,1}) for some
Wa1[i—1] Without requiring this message part to be correct. D, treats the codeword for
wyofi—1) as the state and searches for a unique pair (wg;, wag;) for some wyy;. The detailed

coding and decoding procedures are shown in the proof of Theorem [2| below.

Theorem 2. The convex hull of the following rate region is achievable for the causal cog-

nitive interference channel using HK-PDF-binning:

(R, < min{ly + I5, I}
Ry <ILy—1
Ri+ Ry <min{ly+ I7,Is}+ 15— 11
US Ri+Ry  <min{l+ Iy, L} + Ly — I (3.8)

Pl Ry+ Ry <min{lh+ Iy, 1o} + 11 —
2R1+R2 S IIliIl{Ig+]3,I4}+H1in{]2+[9,110}+113—]1
| Ri+ 2R, <min{ly+ Iz, Is} + 1y — L1 + 1y — 11,

where

Py Zp(tlo)P(Ulo|t10)]7(u11)]?($1|tlo,U1o,U11)p(u21)p(u22|u21,t1o)P($2|t107 U1, U22)P(yl7 Y2, y|x1,x2),
(3.9)
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and Iy — 14 are defined as

I; =

Iy =

Iy =

(
(
(X ) Y1|T10, Uio, Uri, U21)
= I(Uo, X1; Y1|Tho, Ur1, Uar) + I(Tho; Y1)
= I(U11, X1; Y1|Th0, Uro, U )
= I(Uio, Un1, X1; Y1|Tho, Un1) + I(Tho; Y1)
[(X Uzl;Yl\Tlo,Ulo,Un)
= [(Uyo, X1, Ua1; Y1|Tho, Urr) + I(Tho; Y1)
I(Ui1, X1, Uss; Y1|Tho, Uo)
= I(To, Urg, U1, X1, Ua1; Y1)

(

(

(

(

] U217U227}/2|U11)
=1 U117U227}/2|U21)
[ U117U217U22a}/2>

Remark 3. Inclusion of PDF-binning and Han-Kobayashi schemes.

e The HK-PDF-binning scheme becomes PDF-binning if Uy; = Uy = ().

(3.10)

e The HK-PDF-binning scheme becomes the Han-Kobayashi scheme if Tig = Uy = 0

and X2 = UQQ.

e The maximum rates for S1 and Sy are the same as in the PDF-binning scheme in

and (3.

Proof. We use random codes and fix a joint probability distribution

P(t10)p(uioltio)p(ur1)p(z1|tio, wio, w11)p(uar )p(Uga|usr, tio)p(xaltio, tar, usz).

Codebook generation

For each block i (or for odd and even blocks):
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Independently generate 2710 sequences 7 ~ [],_, p(t1ox). Index these codewords as

tho(wly), wiy € [1,27h0],

e For each t],(w},), independently generate 2"%10 sequences ufy ~ [;_; p(wiok|tiok)-
Index these codewords as uf,(wio|w}y), wig € [1,2"71°]. wyy is the common message

of the current block, while wj, is the common message of the previous block.

e Independently generate 211 sequences uf; ~ []i_; p(u11x). Index these codewords

as uly (wyy), wyy € [1,2nFn],

n / n !/ n 3 nRi2
e For each t7,(w),), ufy(wio|wyy) and ufy (w11), independently generate 2 sequences
n n n !
xp ~ [[i_; p(T1k|tion, w10k, v11k). Index these codewords as 7 (wiz|wiy, wig, wiy),
Wi € [1,2”R12].

e Independently generate 2"f21 sequences u3; ~ [[_; p(u21x). Index these codewords

as uly (wa1), woy € [1,27821].

Ro2+R),)

e For each ul}, (ws ), independently generate 2™ sequences uly ~ [[_; p(ugzk|uaik)-

Index these codewords as uf,(wag, Vag|war ), wag € [1,27722] and vy, € [1,272].

e For each t1o(w)y), uby (war) and uby(waa, vaa|usy ), generate one x4 ~ HZ:1 P(Tok|t1ok, Uors, Uo2i)-

/
Denote z3 by x (w]y, wa1, Wag, vVag).

Encoding

At the beginning of block 4, let (wqo;, wi14, W12i, Wa14, Wae;) be the new messages to be sent in

block 4, and (w1of—1], W11[i—1], W12fi—1], Wa1[i—1], Waz[i—1)) be the messages sent in block 7 — 1.

o 51 knows wygj;—1]; in order to send (wig;, Wi1i, Wr2;), it transmits 2 (wiz|wi1i, Wioi, Wiop-1))-

e S, searches for a vqy; such that
(t4o (wiofi—1)), uBy (wan:), uhy (Wasi, vz [w21:)) € A (Prygtsmiu,)- (3.11)
Such a vyy; exists with high probability if
bo > I(Usz; Tho|Un ). (3.12)

Sy then transmits x5 (wiop—1], W21, Wazis V22:)-



24 Full-Duplex Transmission Scheme for the CCIC

Decoding

At the end of block i:

e Sy knows wyg—1) and declares message w;; was sent if it is the unique message such
that

(1o (wioi—1)), wio(W10:|wioi—11), ™ (1)) € A (Pryuey),

where y" (i) indicates the received signal at Sy in block 7. We can show that the

decoding error probability goes to 0 when n — oo if

ng S ](Ul(), Y|T1()) (313)
e D; knows wyg[;—g] and searches for a unique tuple (ww[ifu,wmifl], 11)12[1-,1]) for some
Wa1i—1) such that

A~

(tqfo (wlo[z‘—z} ); U?o (wlo[i—l] ‘wlo[i—Q] )7 u?l (wll[i—1]> 1’” (w 2[i—1] WJn[z'—l] ) wlO[i—l] y W10[i—2] )7

ugl (le[i—l]) Y1 (7' - 1)) g (PT10U10U11X1U21Y1)
and  (¢7;(dioji—), 97 (1) € A™ (Pp,y, ). (3.14)

The decoding error probability goes to 0 as n — oo if

Ryp < I(X1; Y1|Tho, Uro, Urr, Uar)

Ry + Rig < I(Uro, X1; Y1|Tho, Urt, Uai) + 1(Tho; Y1)
R+ Rip < I(Uny, Xu; Y1|Tho, Uro, Uar)

Rig + Ruy + Riz < I(Uso, Unn, Xo; Y[ Tho, Uat) + I(Tho; Y1)
Rz + Ry < I(Xy, Un; Y1|Tho, Uro, Un)

Rig + Riz + Ry < I(Uso, X1, Uay; Y1|Tho, Unr) + I(Tho; Y1)
Ry + Rig + Ry < I(Uny, X1, Usy; Yi|Tho, Uo)

I(

Rio+ Ri1 + Ris + Ror < I(Tho, Uro, Urr, X1, Uar; V7). (3.15)

e D, treats Tﬁ)(wio[pl]) as the state and decodes (way;, waz;, v92;) based on the sig-
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nal received in block i. Specifically, Dy searches for a unique (w14, Wa9;) for some

(’UA)HZ', ’&22@') such that

(ufy (r11,), uly (Wari) gy (Wani, Daai 1), Y5 (1)) € AU (Pt 0mavs )- (3.16)

The decoding error probability goes to 0 as n — oo if

Ras + Ry < I(Usy; Ya|Usy, Unp)
Ry + Ryy + Ryy < I(Usy, Us; Ya|Un)
Riy + Ryy + Ryy < I(Usy, Usy; Ya|Usi)
Ri1 + Ro1 + Rao + Rhy < I(U1, Us1, Uns; V). (3.17)

Applying Fourier-Motzkin Elimination to (3.12)-(3.17)), we get rate region (3.8). See Ap-
pendix for more details. O

Remark 4. Several features of the HK-PDF-binning scheme are worth noting:

e In encoding, wyy and wy, are encoded independently, then wio is superpositioned on
both. This independent coding between the forwarding part (wig) and Han-Kobayashi
public part (w1), rather than superposition, is important to ensure the rate region

includes both PDF-binning and Han-Kobayashi regions.

e [n the binning step at Sy, we use conditional binning instead of the usual (un-
conditional) binning. The binning is only between the Han-Kobayashi private message
part (wae) and the state (w),), conditionally on knowing the Han-Kobayashi public
messsage part woy. This conditional binning is possible since woy s decoded at both

destinations.

e [n the decoding step at Do, we use joint decoding of both the Gelfand-Pinsker
auzxiliary random variable (ugs) and the Han-Kobayashi public message parts (wyy and
way ), instead of decoding Gelfand-Pinsker and Han-Kobayashi codewords separately.
This joint decoding is possible since the codewords for wyy and wyy (i.e. ul}, and
uby ) are independent of the state in Gelfand-Pinsker coding (i.e. t},). Joint decoding

at both Dy (3.14) and Do (3.16) helps achieve the largest rate region for this coding
structure.
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3.2.3 Comparison with existing schemes for the interference channel with

source cooperation

In this section, we analyze in detail four existing schemes, [23],24] 26, 27], for the interference
channel with source cooperation that are most closely related to the proposed schemes. The
interference channel with source cooperation is a 4-node channel in which both S; and S5
can receive signals from each other and use those signals cooperatively in sending messages
to Dy and Ds. This channel therefore includes the CCIC as a special case (when S, sends

no information to Sy).

Host-Madsen scheme

Host-Madsen [23] proposes a transmitter cooperation scheme in the synchronous case (see
the section VI.C) for IC-SC based on the dirty paper coding and block Markov encoding. In
this scheme, both senders need to decode each other’s message first, then use the decoded
message as the binning state and bin against it. There is no rate splitting but block
Markov encoding. Sender two generates codewords UY, which encode the message in the
previous block. Sender one decodes this message from UY and generates codewords U}
for the previous block message to bin against U. Then, it generates codewords U; for its
current block message, which is superimposed on its previous message codewords U and
UJ. Sender two generates codewords U, to encode its current block message and bins it
with the previous message codeword U} from sender one. The final codeword for sender
one is X, which is superimposed on U;, UY and UY. Similarly, the final codeword for
sender two is X5, which is superimposed on Us, U and UY. For decoding, destination one
uses backward decoding to decode the message from sender one. Destination two uses joint
decoding over two blocks to decode the message from sender two in the previous block.

The Host-Madsen scheme differs from our scheme in the following respects:

e Both senders need to decode the whole message from the other sender. For example,
sender two decodes the current block message from sender one since it knows the
previous block message of sender one by forward decoding assumption and also U}
and UY. Similarly for sender one. These decodings at both senders are mandatory for
the Host-Madsen scheme because the decoded messages are used as binning states in
the next block. In our scheme, sender one does not need to decode any message from

the second sender, since there is no binning at the first sender.
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e Both senders use binning techniques; but in our scheme, we only use binning in the

second sender, which eliminates the rate constraint at the first sender.

e As a result of the previous two points, the Host-Madsen scheme cannot be applied
to the CCIC. This is because, in his scheme, both sources first decode the messages
from the other source and then use binning techniques. Without the link from sender
two to sender one, sender one can not decode any message from the second sender,
thus the binning process at sender one is impossible, and the whole coding scheme
fails for the CCIC.

e There is no rate splitting in the Host-Madsen scheme, thus it cannot achieve the

Han-Kobayashi rate.

Prabhakaran-Viswanath coding schemes

Probhakaran and Viswanath propose two coding schemes in [24]. In this section, we will
analyze these two coding schemes and compare them with the Han-Kobayashi rate region

and partial decode-forward rate.

Prabhakaran-Viswanath scheme one

The first scheme (see [24] Theorem 4(a)) is based on 3-part message splitting and block
Markov encoding. Take the encoding at source one at block ¢ as an example. V] is the
codeword for the current cooperative public message. W encodes the cooperative messages
in the previous time slot at both sources. V; is superimposed on W. U; corresponds to
the Han-Kobayashi public message, and X; encodes the Han-Kobayashi private message.
The codeword X; is superimposed on U;, which is superimposed on V;i. Similarly for
source two. For decoding, source one decodes the cooperative message (my,) from source
two. Destination three (destination for source one) uses backward decoding to decode
the cooperative message my, the Han-Kobayashi public message my, and Han-Kobayashi
public message mx,. Destination three also decodes the Han-Kobayashi public message
my, from source two, but it does not care if this decoding is correct. Similarly for source
one and destination four.

This scheme achieves the Han-Kobayashi rate region, which can be verified if we set the

cooperative message to 0 (in both the current block and also the previous block). However,
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this scheme does not always include the partial decode-forward region since it has one more
extra rate constraint than the partial decode-forward rate. This is because destination four
also decodes the cooperative public message V; from sender one, which adds one more extra
constraint than the partial decode-forward rate. See Appendix for more details on the

the comparison with both the Han-Kobayashi rate and the partial decode-forward rate.

Prabhakaran-Viswanath scheme two

The second scheme in [24] is based on 4-part rate splitting and block Markov encoding.
These four parts acts as cooperative public, Han-Kobayashi public, Han-Kobayashi private
and cooperative private messages. We only illustrate the codebook generation at sender
one as an example, since the codebook generation is similar in both senders. First, the
codeword W encodes the cooperative public messages in both senders in the previous
block. Then, the codeword V; encodes the current cooperative public message, which
is superimposed on W. The codeword U; encodes the Han-Kobayashi public message
and is superimposed on W and Vj. The codeword S; encodes the previous cooperative
private message, which is superimposed on W. (Also generated is the codeword S, for the
previous cooperative private message of the second sender.) The codeword Z; encodes the
current Han-Kobayashi private message and is superimposed on W, V;, U; and S;. Finally,
one can generate the codeword X; for the current cooperative private message, which is
superimposed on W, Vi, Uy, Sy, Z; and S;. Sender two has similar codebook generation
procedures. For encoding, senders one and two transmit X; and X5 as their codewords. For
decoding, sender one decodes the messages my,, my,, mz, and mg,. Destination three uses
backward decoding to decode the unique message tuples (my,, my, , ms,, mz, ) for some my,.
But it does not care if my, is decoded correctly. Similarly for source two and destination
four. See Figure for the encoding procedures at source one, and similarly for source
two.

This second scheme in [24] does not always include the Han-Kobayashi region or the
partial decode-forward rate depending on channel parameters. To compare it with the
Han-Kobayashi rate region, we need to set cooperative public and private messages of both
sources to 0 (Vo = Sy = 0 and W =V, = S; = (). After these settings, we get a rate
region of 10 constraints (see (A.36])), which has two extra rate constraints compared with

the traditional Han-Kobayashi rate region. These two extra constraints are introduced
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Fig. 3.4 Encoding procedures for Prabhakaran and Viswanath scheme two
at source one, my (j) = (my, (7 — 1), my,(j — 1)).

since the source two needs to decode the non-cooperative public message (U;) and the
non-cooperative private message (Z;) from the source one. See Appendix for more
details for the comparisons with the Han-Kobayashi region.

To compare with the partial decode-forward rate, we need to set all the messages be-
longing to source two to 0 (Vo = Uy = Sy = Z5 = (), also set the non-cooperative public
(U1) to 0. It reduces to a 7-constraint rate region (see (A.38)). Since in the PDF rate,
we only have one forwarding part, we can set either the cooperative public (V;) or the
cooperative private message (S7) to 0. When setting V; = 0, it reduces to a 4-rate region
(see ([A.39)). The last constraint in is an extra constraint compared with the PDF
rate. This is because, in Prabhakaran and Viswanath scheme two, the current cooperative
private message (X) is superimposed on the non-cooperative private message (Z;) and the
previous cooperative message (S7), which differs with the partial decode-forward scheme
in that the non-cooperative private message is superimposed on both the current and the
previous cooperative messages. Because of this difference in the order of superposition,
source two needs to decode both the current cooperative and the non-cooperative private
messages instead of only the current cooperative message. Since source two needs to de-

code two message parts, this incurs an extra rate constraint and can reduce the rate to
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below the PDF rate. When setting S; = 0, it reduces to a 5-rate region (see (A.40)).
The last constraint is an extra constraint compared with the PDF rate because destina-
tion four needs to decode the non-cooperative public message my,. Thus, in both cases,
Prabhakaran-Viswanath scheme two does not always include the PDF rate. See Appendix
for the comparison between Prabhakaran and Viswanath scheme two and the partial
decode-forward rate.

We also apply Prabhakaran and Viswanath scheme two in our CCIC (by setting the
cooperative public and private message V5 and S at source two to 0, Vo = Sy = ) and

compare it numerically with our scheme in the Section [3.3.6]

Cao-Chen scheme

Cao and Chen [26] propose an achievable rate region for the interference channel with
source cooperation based on rate splitting, block Markov encoding, superposition encoding,
dirty paper coding and random binning. Each user splits its message into three parts:
common, private and cooperative messages and divides the cooperative message into cells.
The second user generates independent codewords for the current common message (u}),
previous cooperative cell index (s§) and current cooperative message (wh). The codeword
for the current private message is then superimposed on the current common message
and previous cooperative cell index (v|ul,sy). Then, the first user treats the previous
cooperative-cell-index codeword (s4) as the state and jointly bins its codewords for the
current common message (n}), previous cooperative cell index (h') and current cooperative
message (g7'). Finally, the codeword for the first user’s private message (m7) is conditionally
binned with si given n} and h}. A two-step decoding with list decoding is then used at
each destination.

The common, private and cooperative message parts in [26] correspond roughly to
our HK public, HK private and forwarding (common) part, respectively. As such, when
applied to the CCIC, their scheme differs from the proposed HK-PDF-binning scheme in

the following aspects:

e Block Markovity is applied only on the HK private part, whereas in our scheme, block

Markovity is applied on all message parts.

e Block Markovity is based on cell division of the previous cooperative message, while

in our scheme, block Markovity is on the whole previous common message. This,
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however, is a minor difference, since if each cell contains only one message, then cell

index reduces to message index.

e The first user bins both its HK public and private parts (the user labels are switched
in [26]), whereas we only bin the HK private part (see Remark [4).

e The scheme in [26] cannot achieve the decode-forward relaying rate because of no
block Markovity between the current cooperative-message codeword (w}) and the
previous cooperative-cell codeword (s%). In other words, there is no coherent trans-
mission between the source and relay, which can be readily verified from the code
distribution. Consider setting V; =V, =U; = Uy =0, My = My = N; = Ny = 0 and
Wy = Sy = Gy = Hy = 0 in equation (8) of [26], then the code distribution reduces

to

p(@)p(g1]@)p(ha|@)p(x1] 91, @)p(z2|h1, @) = p(q, g1, 21)p(q, b, 22) # p(q, 21, 22),

where ¢ is the time sharing variable. This distribution implies that the first user splits
its message into two parts and independently encodes each of them (by ¢; and hy).
The second user then decodes one part in g; and forwards this part to the destination.
But because of the independence between ¢, and hy, the achievable rate is less than

in coherent decode-forward relaying.

Thus, the claim in Remark 2 of [26] that this scheme achieves the capacity region of

the degraded relay channel is in fact unfounded.

Yang-Tuninetti scheme

Yang and Tuninetti [27] propose two schemes for the interference channel with generalized
feedback based on block Markov superposition coding, binning and backward decoding.
Since the first scheme is a special case of the second, we analyze only their second scheme.
Each user splits its message into four parts: cooperative common (wj.), cooperative pri-
vate (wi1.), non-cooperative common (wig,) and non-cooperative private (wiy,). Consid-
er the transmission in block b. First, generate independent codewords for the previous
cooperative-common messages of both users (Q"(wiocp—1, Waoep—1)). Then the cooperative-

common (wigcp), non-cooperative common (winp) and non-cooperative private (wiinp)
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messages are superimposed on each other successively as V;, D, Uy, respectively (accord-
ing to p(v1, D1, u1|q)). There are three binning steps after the above codebook generation.
First, the codewords Sy, S5 for the previous cooperative-private messages of both users are
binned with each other given (). Second, V;, U; and D; are binned with S; and Sy given
Q). Third, the codeword Z; for the cooperative-private message (wi1.p) is conditionally
binned with Sy, Uy and Dy given Vi, S; and (). Backward decoding is used, in which each
destination applies relaxed joint decoding of all interested messages.

The non-cooperative messages in [27] correspond to our HK public and private parts.
Their scheme has two cooperative message parts (the common is decoded at both des-
tinations while the private is not), whereas the proposed HK-PDF-binning has only one
common part. To compare these two schemes, we consider the following two special settings
to make the message parts equivalent:

i) Set the cooperative-common message (wig.) to (: their cooperative private message
then corresponds to our forwarding (common) message. Their scheme differs markedly
from HK-PDF-binning as follows.

e User one uses binning among the three message parts instead of superposition coding
as in HK-PDF-binning. Block Markov superposition is also replaced by binning with

the codeword for the previous cooperative message.

e User two applies joint binning of both the non-cooperative common and private parts
instead of conditional binning of only the non-cooperative private part, given the

non-cooperative common part (see Remark .

ii) Set the cooperative-private message (wii.) to (): Their cooperative common message
then corresponds to our forwarding (common) message. Their scheme is more similar to

HK-PDF-binning, but there are several important differences as follows.

e User one now uses superposition coding, but superimposes all three message parts
successively, whereas we generate codewords for the forwarding part and the HK

public part independently (see Remark .

e User two also applies joint binning of both non-cooperative message parts instead of

conditional binning, similar to case i).
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e Destination two decodes the cooperative-common part of user one, thus limiting the
rate of user one to below the decode-forward relaying rate because of the extra rate
constraint at destination two (this applies even with relaxed decoding). In our pro-

posed scheme, the forwarding part of user one is not decoded at destination two.

As a result, both schemes in [26] and [27], when applied to the CCIC, achieve the Han-
Kobayashi region but not the decode-forward relaying rate for the first user. Thus, the
maximum rates for user one in both schemes are smaller than in (3.2)).

Another point is that, in both [26] and [27], joint decoding of both the state and the
binning auxiliary random variables is used at the destinations. But this joint decoding is
invalid and results in a rate region larger than is possible. In our proposed scheme, all
message parts that are jointly decoded with the binning auxiliary variable at the second

destination are encoded independently of the state.

Remark 5. Based on our analysis, we conjecture that splitting the common (forwarding)
message further into two parts is not necessary for the CCIC. In [27, [25], the common
message s split into two parts: one for decoding at the other destination and the other for
binning. Our analysis shows that both these operations can be included in one-step binning
by varying the joint distribution between the state and the auxiliary random variable. This
joint distribution becomes apparent when applied to the Gaussian channel as in Section[3.5

next.

3.3 Full-duplex Gaussian CCIC rate regions

3.3.1 Full-duplex Gaussian CCIC model

In this section, we analyze the standard full-duplex Gaussian causal cognitive interference

channel model as follows.

Yi=X,+0Xo + 2
Yo =aXi + Xy + 2
Y =cXi1+ 7, (3.18)

where Z1, Zy, Z ~ N(0,1) are independent Gaussian noises. Assume that the transmit

signals X; and X, are subject to power constraints P; and P, respectively.
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Fig. 3.5 The standard full-duplex Gaussian causal cognitive interference
channel.

The standard Gaussian CCIC is shown in Figure [3.5] If the original channel is not in
this standard form, we can always transform it into the standard form using a procedure

similar to the interference channel [10].

3.3.2 Signaling and rates for full-duplex PDF-binning

In the Gaussian channel, the signals Ty, Ujg, Us, X7 and X5 of the PDF-binning scheme
in Section [3.2.1] can be represented as follows.

Tho = aSio(who),

Ui = aSjo(why) + 8S10(wio),

X = aSjo(wyg) + BS10(wie) + vS11(wry),
Xa = g1 (pSioluwho) + V1= PSn)

where S},, Si0, S11 and Ssy are independent N(0, 1) random variables to encode w},, wio,
wy; and wy respectively. Us is the auxiliary random variable for binning that encodes ws,.
X, and X, are the transmit signals of S; and S5. The parameters «, (5, v, 4 are power

allocation factors satisfying the power constraints

O[2+/82+72 S Pla
w2 < Py, (3.20)
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where P, and P, are transmit power constraints of S; and 5.

An important feature of the signaling design in is p (=1 < p < 1), the correlation
factor between the transmit signal (X5) and the state (S7,) at Sz. In traditional dirty paper
coding, the transmit signal and the state are independent. Here we introduce correlation
between them, which includes dirty paper coding as a special case when p = 0. This
correlation allows both signal forwarding and traditional binning at the same time. X is
the partial decode-forward binning parameter which will be optimized later.

Substituting Xi, X5 into Yj, Y5 and Y in (3.18)), we get

Y1 = (a+ bup)Sio + BSio + vS11 + bu/1 — p2Sas + 74,
Y = (ac + up) Sty + aBSo + aySiy + prn/1 — p?Sas + Z,
Y = caSiy + cBS0 +cySu + Z. (3.21)

Corollary 1. The achievable rate region for the full-duplex Gaussian-CCIC using the PDF-

binning scheme is the convex hull of all rate pairs (Ry, Rs) satisfying

C262 72
< -7
=€ (0272 + 1) e (b2u2(1 —p°)+ 1)

(o + bpp)® + 5 + 7
<
=€ ( b (1 —p?) +1

2 2
pe(1—p°)
< .
fa=c (a252 +a2y? + 1) ’ (3:22)

where —1 < p < 1, C(z) = %log(l + z), and the power allocation factors o, B, v and p

satisfy the power constraints ((3.20)).

Proof. Applying Theorem 1 with the signaling in (3.19)), we get the rate region in Corollary
o O

Remark 6. Mazximum rates for each sender

o Setting p = x1, u = p\/ P, we obtain the maximum rate for Ry as in partial decode-
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forward relaying:

R = max min {C’ <£) +C(v?),C <(a—|—b\/§>2 + 5° —1—72) }

a?+B%+42<Py 2y +1

(3.23)

o Setting p =10, 8 =~v=0 and p = /P, we obtain the mazximum rate for Ry as in
dirty paper coding:

R = C(Py). (3.24)

3.3.3 Optimal binning parameter for full-duplex PDF-binning

In this section, we derive in closed form the optimal binning parameter A for to
achieve rate region (|3.22)). This optimal binning parameter is different from the optimal
binning parameter in dirty paper coding, as we introduce the correlation factor p between
the transmit signal and the state. This correlation contains the function of message forward-
ing. For example, if we set p = +1, X, will only encode wj, without any actual binning,
and hence realize the function of message forwarding. If we set p = 0, PDF-binning be-
comes dirty paper coding without any message forwarding. For 0 < |p| < 1, PDF-binning
has both the functions of binning and message forwarding. Thus, PDF-binning generalizes

dirty paper coding.
Theorem 3. The optimal X for the full-duplex PDF-binning scheme is

acp*(1 — p?) — pp(a®B 4+ a*y* + 1)

A=
a262 +a272 +u2(1 _pZ) + 1

(3.25)

Proof. The optimal \* is obtained by maximizing both rates R; and R,. In rate region
(3.1, through the Fourier Motzkin Elimination process, we can see that if we maximize
the term I(Us; Y3) — I(Us; Tho), both Ry and Ry are maximized simultaneously. We have

I(Uy; Ys) — 1(Ua; Tho)
= H(Yz) — H(Y2|Us) — H(Uz) + H(Us|To)
= H(Y,) + H(Us|Tvo) — H(Us, Y3).
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Fig. 3.6 Effect of the binning correlation factor p.

Here A only affects the last term H(Us,Y3). The covariance matrix between U, and Y5 is

var(Us) E(Us, Y3)

cov(Us, Ys) = (0, Y,) var(Y) (3.26)

Y

where

var(Us) = p? + A2 4 2up),
E(Us, Ya) = (up + A)(ac + pp) + (1 — p?),
var(Yy) = (aa + pp)? + a5 + a** + p*(1 = p*) + 1.

Minimizing the determinant of the covariance matrix in (3.26f), we obtain the optimal \*

in (3.25)). (See Appendix for details.) O

Remark 7. Effect of p:

o [fp=0, X\ becomes the optimal X for traditional dirty paper coding [4l], which achieves

the mazxzimum rate for Ro as in (13.24]).

o If p =41, \* differs from the X\ in traditional dirty paper coding and achieves the

maximum rate for Ry as in (3.23)).
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o The effect of p can be seen in Figure|3.6. The dashed line represents the resulting rate
region using only DPC-binning (p = 0), while the solid line represents the region for
PDF-binning when we adapt p € [—1,1]. Figure tllustrates that the correlation

factor p can enlarge the rate region.
3.3.4 Signaling and rates for full-duplex Han-Kobayashi PDF-binning

In the Gaussian channel, input signals for the HK-PDF-binning scheme in Section |3.2.2
can be represented as

wio
Ua1 = 0591 (wa1),
Xo = 0521 (wa1) + p (Psio(w/m) + \/1—7/)2522) ,

Usy = Xo + ASjy = (up + NS + 021 (war) + pn/1 — p2Sas, (3.27)

+ BS10(wip) + vS11(w11) + 6S12(w12),

where S}y, S0, S11, S12, S21, S22 are independent AN(0,1) random variables to encode
Wi, W10, W11, Wia, Way, Wae, respectively. Usy is the auxiliary random variable for binning
that encodes wqs. X7 and X, are the transmit signals of S and Ss. p is the correlation
coefficient between the transmit signal and the binning state at Sy (=1 < p < 1). A is the
PDF-binning parameter. The parameters «, 3, v, §, # and p are power allocation factors

satisfying the power constraints

o’ + 52 ++%+ 0> < P,
0> + 1 < Py, (3.28)

where P; and P, are transmit power constraints of S; and S,.
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Substituting these variables into the Gaussian channel in (3.18]), we get

Y = CO&SiO + CﬁSlo + C’}/SH + CéSlg + Z,
Y, = (Oz + b,up)SiO + 5510 + ’)/511 + 0S19 4+ b0S5 + b,u\/ 1-— p2522 + Zl,
}/2 = (CLOé + ,U/p)Sio + aﬁSm + CL’}/SH + CL5512 + 8521 + JYAV 1-— p2SQQ + ZQ. (329)

Corollary 2. The achievable rate region for the full-duplex Gaussian-CCIC using the Han-
Kobayashi PDF-binning scheme is the convex hull of all rate pairs (Ry, Rs) satisfying

Ry < min{/ls + I5, Is}
Ry <ILis—1
Ry + Ry <min{ly + I, Ig} + 13 — I
Ri+ Ry <min{lh+ I3, I,} + 14 — [,
Ri+ Ry <min{ly + Iy, [1o} + [11 — 1
2Ry + Ry < min{ly + I3, I} + min{lo + Iy, [1o} + 13 —
Ry + 2Ry <min{lo + I7,Is} + 11 — 1 + 14 — L1, (3.30)

where

e (o + bup)®
62_’_72_’_52_’_6202_’_172”2(1_p2)+1

L (a + bup)?
/32+72+52+b292+b2ﬂ2(1_p2)+1
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_ 2+52+b292 (a0 + bup)?
b? 2( 2 +1 B2+ 2+ 024+ 0202 + 02p2(1 — p?) + 1
22
L=C v+ 02 —f-bQ
b2u?(1—p?)+1
_C,(a+mW +6”+v+w2 ¥W>
—p?)+1

Ilg—ll C

92
a?f3? + a252+1 +O(aa+up)2+a2ﬂ2+a252+u2(1—,02)—1—1)

Ilg—ll C

Q

a’y
( (ac + pp)? + a?f? + a?6? + p*(1 — p?) + 1)
a’y? + 6? )

L,— 1 =
Mo ( (ace + pup)? + a6 + a?6% + p?(1 — p?) + 1

+C

[
(%
(

Ly—1Ir = C(ﬁ;+ﬂﬁ+J
(tets)
(a252 a252 + 1) !
e (hrsansn)

a?f3? + a252 +1

and a, B, v, 0, 0 and pu are power allocation factors satisfying the power constraints (3.28)
and —1 < p < 1.

Proof. Applying Theorem [2| with the signaling in (3.27), we obtain the rate region in
Corollary [2 O

Note that rate region ([3.30]) includes both the Han-Kobayashi rate region and the PDF-

binning region in (3.22). Furthermore, the maximum rates for user 1 and user 2 are the

same as in (3.23)) and (3.24)).

3.3.5 Optimal binning parameter for full-duplex Han-Kobayashi PDF-binning

Corollary 3. The optimal \* for the full-duplex HK-PDF-binning scheme is

v a1 = p*) — pp(a®B? + a’6% + 1)
o a2B? + a20? + p2(1 — p?) + 1 ’

(3.31)

Proof. To simultaneously maximize R; and Ry in region (3.8)), we can simply maximize the



3.3 Full-duplex Gaussian CCIC rate regions 41

term Iy; — I; as follows.

[(U22; YQ|U21, Un) - [(U22; TIO‘U21)

= H<}/2|U217 Ull) - H(1/2|U217 U227 Ull) - H<U22‘U21> + H<U22|T107 U21)
= H(Yy) — H(Y3|U3,) — H(Upy) + H(Usz|Th0, Ua1)

= H(Yy) + H(Us|Tro, Un) — H(Up, Y3),

where

Yy = Ya|Us, Ur = (aae + pup) Sty + afS10 + adSia + Mﬂ&g + Z
Usy = Uso|Ua1, Ury = (up + X)S1p + /1 — p?Sas.

Note that A only affects the last term H(Ul,,Y5). The covariance matrix between U, and
Y, is

var(Us,)  E(Uz, Y5)

W) = g v var(vy)

, (3.32)

where

var(Uby) = p1* + A + 2up,
E(Usy, Yy) = (p + N)(aa + pp) + (1 — p?),
var(Yy) = (aa + pp)? + a5 + a?6® + p*(1 — p?) + 1.

Minimizing the determinant of the matrix in (3.32)) leads to the optimal A as in (3.31]).
Note that the optimal A\* in (3.31) contains both the optimal A\* for PDF-binning in
(3-25)) and the optimal A for DPC binning [4] as special cases. O

3.3.6 Numerical examples

In this section, we provide numerical comparison among the proposed PDF-binning and
HK-PDF-binning schemes, the original Han-Kobayashi scheme, and an outer bound as

discussed below.
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Outer bounds for the CCIC capacity

We obtain a simple outer bound for the CCIC capacity by combining the capacity for
the (non-causal) CIC and the outer bound for interference channel with user cooperation
(IC-UC) [2§]. Where the CIC capacity result is not available, we use the MISO broadcast

capacity.

CCIC capacity C CIC Capacityﬂ IC-UC outer bound
C MISO BC capacityﬂ IC-UC outer bound.

a) Capacity of the CIC as an outer bound: The capacity of the ideal CIC (with non-
causal knowledge of S;’s message at Sy) is an outer bound to the CCIC rate region. The CIC
capacity is known in the cases of (i) weak interference [10, 20]; (ii) very strong interference
[15]; (iii) the primary-decode-cognitive region [38]. For strong interference, we can also use
the outer bound to the CIC capacity in [19] as an outer bound to the CCIC.

b) IC-UC outer bound: Tandon and Ulukus [28] obtain an outer bound for the MAC
with generalized feedback based on dependence balance, which was first proposed by Hek-
stra and Willems [29] to study outer bounds for the single-output two-way channels. The
basic idea of dependence balance is that no more information can be consumed than pro-
duced. Tandon and Ulukus apply this idea to obtain a new outer bound for IC-UC. It is
shown that this dependence-balance-based outer bound is strictly tighter than the cutset
bound (see Section V of [28]). Thus, this bound can be used instead of the relay channel
(RC) cutset bound for R;.

¢) Gaussian Vector Broadcast Outer Bound: Consider a 2 x 1 MISO broadcast system

as

Yi=[1 bX+27,
Yo=la 1X + Z, (3.33)

where a, b are the channel gains, Z; and Z, are white Gaussian noises with identity covari-

ance. The vector codeword X consists of two independent parts:

X=U+V,
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X U U.
where X = ! , U = ! , Vo= ° , and Uy, Vi, Uy, V5 are zero-mean
Xg ‘/1 2

Gaussian codewords with covariances:

2 2
Ky = o 010245 Ky = v 0235 ,
piaf B payd 0O

in which the power allocation factors satisfy
o’ +B°< P, Y48 <P, (3.34)

and the input correlation factors py, p2 € [—1, 1].
The Gaussian vector broadcast capacity region is the convex closure of R, |J Ro2 [39),

where R, is the region

a? + 2bpraf3 + b2 32
R, <
V2 + 2bpayd + 0202 + 1
Ry < C (a®y* + 2apyyd + 6%) . (3.35)

And R, is the region

Ry < C (o® + 2bpra3 + b° %)

a’y? + 2apayd + 62
R, < .
a?a? + 2apraf + B2+ 1

(3.36)

Numerical comparison

Figure[3.7]shows the comparison in the full-duplex mode among the Han-Kobayashi scheme,
PDF-binning, HK-PDF-binning, and the outer bound. We can see that the proposed HD-
PDF-binning scheme contains both the Han-Kobayashi and the PDF-binning rate regions,
as analyzed in Remark [3] Note that the outer bound is the intersection of the two bounds
drawn and is loose as this bound is not achievable. However, we observe that as b decreases,
the HK-PDF-binning rate region becomes closer to the outer bound.

We further apply Prabhakaran and Viswanath scheme two in our channel (set the

cooperative message V5 and Sy at source two to 0, Vo = Sy = (). After these settings and
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Fig. 3.7 Rate regions for full-duplex schemes in the Gaussian causal cogni-
tive interference channel.

Fourier-Motzkin Elimination (see Appendix [A.3.3)), the rate region for the second scheme

when applied in the CCIC (uni-cooperation) is shown as

Ry <1
Ry < Iis
Ry + Ry < I13+ la
Ry + Ry <min{ly + Iy, Is, I} + 115
Ry + 2Ry < min{ly + Iy, 11} + L4 + s, (3.37)

where the term [;-1;5 is defined in (A.18]) - (A.35]).

Appendix[A.3.4]shows the rate region for Prabhakaran and Viswanath scheme two in the
Gaussian case. The simulation results for both weak and strong interference in Gaussian
cases are shown in Figure and Figure . From the weak interference result (Figure
3.8), we can see that Prabhakaran and Viswanath scheme two achieves the partial decode-
forward rate but not the HK region. Moreover, the maximum rate for Ry is less than
the maximum rate (C'(P)) that our scheme achieves. From the strong interference result
(see Figure , their scheme achieves HK region and the maximum rate for the cognitive

sender, but the maximum rate for R; is less than the partial decode-forward rate.
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Fig. 3.8 Rate regions comparison for full-duplex schemes in weak interfer-
ence.
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Chapter 4

Half-Duplex Coding Schemes for the
CCIC

4.1 Half-duplex DM-CCIC model

The half-duplex causal cognitive interference channel also consists of four nodes: two
senders S7, Se and two receivers D, Dy as in Figure S7 wants to send a message
to Dy. S, serves as a causal relay node and helps forward messages from S; to Dy, while
also sending its own message to Dy. The transmission in the half-duplex mode is divided
into two phases. In the first phase, S; transmits its message and Sy, D; and D, listen. In
the second phase, both S; and Sy transmit and D; and Ds listen. This 2-phase transmis-
sion allows, for example, Sy to decode a part of the message from S; in the first phase and
then forward this part with its own message in the second phase.

Formally, the half-duplex causal cognitive interference channel consists of three input
alphabets X1, Xjo, Aoo, and five output alphabets Vi1, Vo1, V, V12, Voo. The channel is
characterized by a channel transition probability

Pc(yn,yzl,y; Y12, Y22, |$11,$127$22) defined as

(Y11, Y21, y|T11) it0<t<r,
Pe(Y11, Y21, Y, Y12, Yoz, [T11, T12, Ta2) = ' (4.1)
(Y12, Yo2|T12, T22) itr<t<1,

where ¢ is the normalized transmission time within 1 block, x1; and x5, refer to the transmit

signals of S; in the first and second phases, respectively; xqo refers to the transmit signal
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First phase (7 ) Second phase ( 7 )

Fig. 4.1 The half-duplex discrete memoryless causal cognitive interference
channel.

of Sy in the second phase (Sy does not send any signal in the first phase); y;1 and yjo
are the received signals of Dy in the first and second phases; y2; and y.o are the received
signals of Dy in the two phases; and y is the received signal of Sy in the first phase. We

assume the channel is memoryless. Figure {4.1] illustrates the channel model, where W;

and Wy are the messages of S; and Ss. We use the notations 2™ = (z1, X2, -+ , %) and
2™ = (Trpy1, -+, Tn), which correspond to the codewords sent during the first and second
phases.

A (27 2nf2 ) code, or a communication strategy for n channel uses with rate pair

(R1, Ry), consists of the following:

e Two message sets Wy x Wy = [1, 2] x [1,2"%2] and independent messages Wy, Ws
that are uniformly distributed over W; and W.

e Three encoders: two that map message w; into codewords z7, (wy) € X7} and a7, (w;) €

Ay, and one that maps we and y™ into a codeword xh,(wq, y™) € AXsh.
e Two decoders: One maps y] into w; € Wi, and one maps y5 into wy € W.

The probabilities of error, achievable rate and capacity region are defined in a similar

way to the full-duplex case.

4.2 Half-Duplex coding schemes

In this section, we adapt the two full-duplex schemes to the half-duplex mode. The half-
duplex schemes are also based on rate splitting, superposition encoding, partial decode-

forward binning and Han-Kobayashi coding. There are several differences between the half-
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First phase ( 7 )

Second phase (7))

N
N

W,

Fig. 4.2 Coding structure for the half-duplex CCIC based on partial decode-
forward binning.

and full-duplex cases. First, under the half-duplex constraint, no node can both transmit
and receive at the same time, thus leading us to divide each transmission block into two
phases. In the first phase, S; sends a message to Sy, D; and Ds, while Sy only receives
but sends no messages. In the second phase, both S} and Sy send messages concurrently.
Second, S; sends different message parts in different phases. Specifically, S; only sends one
part of its message to other nodes in the first phase, but will send all message parts in the
second phase. Third, there is no block Markovity in the encoding since the superposition
coding can be done between 2 phases of the same block instead of between 2 consecutive
blocks. Finally, both D; and Dy apply joint decoding only at the end of the second phase

to make use of the received signals in both phases.

4.2.1 Half-duplex partial decode-forward binning scheme

The coding structure for the half-duplex PDF-binning scheme is shown in Figure [4.2] This
scheme uses superposition encoding at the first sender, and partial decode-forward relaying
and binning at the second sender. The first sender S splits its message into two parts
(w10, w11 ), corresponding to the forwarding and private parts. In the first phase, S; sends
a codeword X7{* containing the message part wio; S2 sends no information but only listens.
At the end of the first phase, S5 decodes wg from S; . Note that neither D; nor D, decodes
during this phase. In the second phase, S; sends a codeword X7 containing both parts
(w10, w11), in which wy; is superimposed on wyg. S now sends both ws and wyo and uses
Gelfand-Pinsker binning technique to bin against the codeword X7, (wyo) decoded from S,
in the first phase. At the destinations, D; uses joint decoding to decode (wg,w;;1) from

the signals received in both phases; Dy decodes wy using the received signal in the second
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phase.
Specifically, at the end of the first phase, Sy searches for a unique w;y such that

(277 (i10),y) € AT (Px,y),

where y is the received signal vector at S5 in the first phase. It then performs binning by

looking for a v, such that
(277 (o), u3" (w2, v2)) € AT (Pxyu),

and sends 237 (x11, uz) as a function of ] and uJ™ in the second phase.
At the end of the second phase, D; searches for a unique (109, w;1) such that
(IET{L(ﬁ)w), ‘ng(wlllwlO)a y12) S AEFH)(PXnXmle)
1) € AETn)(

and (xﬁl(wlo)vyl ) PX11Y11)7

where y11 and yqo indicate the received vectors at D; during the first and second phases,
respectively. D, treats the codeword X7, as the state and decodes w,. It searches for a

unique wy for some vy such that

(u;n(w% 62)’ Y22) € Agfn)(PUzym)a

where yaq is the received vector at Dy in the second phase.

Theorem 4. The convex hull of the following rate region is achievable for the half-duplex

causal cognitive interference channel using PDF-binning:

Ry <7I(X11;Y) + T1(Xi2; V12| X11)
U Ry < 7I(Xy1; Y1) + 7I1(Xq1, Xi9; Yi2) (4.2)
Ps | Ry < FI(Uy; Yag) — 71 (Us; X11),

where
Py Zp($11)p(9€12|9011)p(uz|$11)p($22|9€11, Uz)pc(ym Y21,Y, Y12, y22|x11, Z12, $22)7

and p. is given in (A1), 7=1—-7,0<7 < 1.
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Proof. We use random codes and fix a joint probability distribution

p(xn)p(l'm |x11)p(u2 ’5511)]9(33'22 |51711, U2)-

Codebook generation

e Independently generate 2"10 sequences 7y ~ [[_; p(z11x). Index these codewords

as 27, (wip), wyo € [1,2H0].

e For each 274 (wyg), independently generate 2"t sequences z7, ~ [[_; p(z12k|T11k)-

Index these codewords as a7, (wy1|wo), wiy € [1,2M11] wyg € [1,27F0].

e Independently generate 2"(72+52) sequences uj ~ [[_, p(uax). Index these codewords

as uj (wa, v2), Wy € [1,2"32] and vy € [1,2"3'2]_

e For each x11(wy) and uf(ws,v2), generate one xly ~ [[r_, p(z20i|T11k, uox). Index

these codewords as 5, (wg, wa, v2), wy € [1,27%2], vy € [1,27F2].

Encoding
e In the first phase, S; sends the codewords x77(wqo). S2 does not send anything.

e In the second phase, Sy sends 275 (w1 |wig).

For S5, it searches for a vy such that
(77 (wio), u3" (w2, v2)) € AT (Pxyyu).
Such v, exists with high probability if
Ry > 71(Us; X11). (4.3)
Sy then transmits x37 (wig, wa, va).

Decoding

e At the end of the first phase, Sy searches for a unique w;o such that

(xﬂt(ﬁ)m% Y) € Agn) (PXHY)'
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We can show that the decoding error probability goes to 0 as n — oo if

RlO S T[(Xll; Y) (44)
e At the end of the second phase, D; searches for a unique (g, ;1) such that
(@77 (10), 275 (1] t10), y12) € AT (Pxy x10v,)
and (2} (i), y11) € AT (Px,1vi,)-

Here y;1 and y;; indicate the received vectors at D; during the first and second

phases. The decoding error probability goes to 0 as n — oo if

Ry < 7I(Xi9; Y12 X11)
Rio+ Ry < 71(Xq1, Xi2; Yi2) + 71( X115 Y). (4.5)

e D, treats the codeword X" from S; as the state and decodes wy. It searches for a

unique wq for some 09 such that
(u;n(ﬁ)?? 172), y22) € Agn)(PU2Y22)'
The decoding error probability goes to 0 as n — oo if

Ry + Ry < 71(Us; Yao). (4.6)

Combining all the above rate constraints, we get

Let Ry = Rip + Ri1, apply Fourier-Motzkin Elimination, and we get region (4.2)). O
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Fig. 4.3 Coding structure for the half-duplex CCIC based on Han-Kobayashi

partial decode-forward binning.

Remark 8. The maximum rate for each user.

e The first user Sy achieves the mazimum rate of half-duplex partial decode-forward
relaying if we set Uy = ().
max min{7/(Xy1;Y) + 71 (X12; Yi2| X11), 71(X11; Y1) + 71( X1, X12; Yi2) }-

0<r<1

ernax —
p(x11,212)
(4.8)

This half-duplex R is slightly smaller than in the full-duplex case of (3.2)).

The second user Sy achieves the mazimum rate of the Gelfand-Pinsker binning if we

set T = O, X12 = Xll'

{I(Us; Yoo) — I(Usy; X11) }. (4.9)

Ry™ = max
p(x11,u2)p(zaz|ri,u2)

This half-duplex RY® is the same as in the full-duplex case of (3.3). Even though this
equality seems somewhat surprising, it is indeed the case in the limit of T — 0, given
that user 1 sends just enough information for Sy to be able to decode completely in the

first phase and then bin against it in the second phase. At 7 =0 and X5 = X1; = 0,

Sy can achieve the interference-free rate.
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4.2.2 Half-duplex Han-Kobayashi PDF-binning scheme

The first half-duplex coding scheme utilizes PDF-binning at the second sender and achieves
the maximum possible rates for both user 1 and user 2. But it does not include the Han-
Kobayashi scheme for the interference channel. In this section, we extend this scheme to
combine with the Han-Kobayashi scheme by further splitting the messages in the second
phase.

The coding structure for half-duplex HK-PDF-binning is shown in Figure [4.3] The
encoding and decoding procedure in the first phase is the same as that of half-duplex PDF-
binning. The major difference is in the second phase. Message w; of the first sender S; is
split into three parts (wio, wy1, wi2), corresponding to the forwarding, public and private
parts. Message ws is split into 2 parts (wsy, wes), corresponding to the public and private
parts. We generate independent codewords for messages wyy and wy; and superimpose wys
on both of them. In the first phase, S; sends a codeword containing wyg, while Sy does not
send any message. At the end of the first phase, S; decodes Wiy using the received signal
vector y and then bins its private part wss against the decoded message g, conditionally
on knowing the public part ws;. In the second phase, S; sends a codeword containing
(w10, w11, wy2) while Sy sends the binned signal containing (wig, war, wez). At the end of
the second phase, D; uses joint decoding across both phases and searches for a unique
triple (w19, W11, W12) for some wqy. Dy also uses joint decoding based on the received signal
in the second phase and searches for a unique pair (s, W92) for some ;.

Specifically, in the first phase, S; sends 2]} (wig); Se does not transmit. In the second

phase, Sy sends 277 (wi2|wig, w11 ); Se searches for some w9y such that

(277 (wi0),u3} (wa1), uzy (waz, vas|war)) € AT™ (Pt (4.10)

and then sends l‘;n(’wlo, W21, W2a2, UQQ).

For decoding, at the end of the first phase, Sy searches for a unique w;o such that
(471 (@10),¥) € AT (Pxyyy)- (4.11)

At the end of the second phase, D; searches for a unique (g, 1, Wi2) for some w9y such
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that

(xﬂli?(wlo)v u?ll(wU)? Q?Tg(wlzlwlo, wll)v u;?(wﬂ)a y12) € Agn)<PX11U11X12U21Y12)

and 95{?(@10)73’11) € AETR)(PXMYM)' (412>
D, searches for a unique (o, Woy) for some (10171, U92) such that
(uql_—?(wH)?uZL(uAJQIL u;g(ﬁ)ﬂv @22|ID21), y22) € Agn) (PU11U21U22Y22)' (41?))

Note that similar to the full-duplex scheme in Section [3.2.2] we use conditional binning
in step (4.10) and joint decoding at both destinations in steps (4.12)) and (4.13)) (see Remark

4).

Theorem 5. The convex hull of the following rate region is achievable for the half-duplex

causal cognitive interference channel using the HK-PDF-binning scheme:

(R, < min{I, + I, Is}
Ry <IlLi—1
Ri+ Ry <min{ly+I; Is}+ 15— 11
US B+ Ry <min{l+ I, I} + Iy — I (4.14)

Pl Ri+ Ry <min{ly+ Iy, Lo} + I — I
2R1+RQ S min{]2+13,l4}—|—min{]2—|—]9,110}+113—]1
L R1+2R2 Smin{12+f7,fg}+111—Il+114—11,

where

Py =p(x11)p(urr)p(z12|uin, x11)p(ugr)p(uss|usr, £11)

p($22|$117U217Uzz)pc(ylhy217y,yl2>?/22|3711>$127$22)7 (4-15)
with p. as given in (4.1) and

I = TI(Usg; X11|Un)
[2 == TI(Xll; Y)
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= 7I(Ura; Y12| X11, Ur1, Ua1)
= 7I(Xy1; Y1) + T1(Xq1, X123 Ya2|Uir, Uny)
= T1(U11, X12; Y12| X11, Ua1)
= 71( X115 Y11) + T1( X1, Unr, Xi2; Yi2|Ua1)
= T1(X12, Uz; Y12| X101, Uny)
= 71(Xq1; Y1) + 71( X1, Xa2, Ua; Yio|Uni)
= 71(U11, X12, Us1; Y12 X11)
Lo =71(X11; Y1) + 71(Xq1, Ur1, X12, Usg; Yio)
Iy = T1(Usy; Ya2|Uay, Uny)
Ly = T1(Uay, Usg; Yoo |ULy)
Iz = TI(Uiy, Usg; Yoo Usy)
Iy = TI(U11, U1, Uzg; Yaa), (4.16)

where 7T=1—-7,0<7<1.

Proof. We use random codes and fix a joint probability distribution

p($11)p(u11)p($12 |3511, ull)p<u21)p(u22 |U21, $11)p($22 |~’B11, U1, U22)-

Codebook generation

e Independently generate 2"f10 sequences a7, ~ [[_, p(z11x). Index these codewords

as 27, (wip), wyo € [1,2H0].

e Independently generate 211 sequences uf; ~ []i_; p(u11x). Index these codewords

as ufy(wqy), wyy € [I,Q"R“].

e For each 27, (w9) and u?, (wy1), independently generate 212 sequences

Ty ~ HZ:1P(9012k|$11k7U11k)-

[1,27F2],

Index these codewords as x%,(wis|wig, wi1), wia €

e Independently generate 2"(721) sequences uf; ~ [],_; p(uz1x). Index these codewords

as uly (way), woy € [1,27F1],
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e For each u3, (wy ), independently generate 2"(F22+12) sequences uf, ~ [ [, P(uank|uair)-

Index these codewords as uly(wag, Vag|way ), way € [1,27722], vy, € [1,27822],

e [or each T11 (wlo), Ugl (wgl) and USQ (wgg, v22|w21), generate one .Tg2 ~ HZ:l p(l’gzk |U22k, U1k Illk)-

Index these codewords as x5, (w1, wa1, Waz, Vaz).

Encoding

e In the first phase, S; sends the codewords X7;"(wqg). S2 does not send anything.

e In the second phase, S sends x75 (wia|wig, w11).

SS9 searches for some vq9 such that
(@75 (wi0), udf (W) ,ugs (waa, vaz|war)) € AT (Py, v, )-
Such vy exists with high probability if
Ryy > 71(Usy; X11|Uay). (4.17)

S then transmits x5 (wig, Wa, Waa, Uaa).

Decoding

e At the end of the first phase, S5 searches for a unique o such that
(I‘HL(IDIO)? y) S AETn) (PXUY)'
We can show that the decoding error probability goes to 0 as n — oo if

Rl(] S TI(XH; Y) (418)

e At the end of the second phase, D; searches for a unique (w1, 11, Wi2) for some wy;
such that

(277 (Wr10), uit (W), 275 (W10, Wi1), ugt (a1 ), ¥12) € AT (Pxyytn X1ataivis )

and lﬂl—?@blo)vyll) € Ang)(PXnYn)'
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The decoding error probability goes to 0 as n — oo if

Ry < 71(X12; Yi2| X11, U1, Un)
Rio+ Rip < 71(Xq1; Y1) + T1(Xq1, Xi2; Yi2|Ur1, Un)
Ry + Rip < 7I1(Uw1, X193 Y12| X11, Uay)
Rio + Ri1 + Rip < 71(Xq1; Yin) + T1( X, Unn, Xa9; Yi2|Uan)
Rip + Roy < 71(X1a, Ust; Y12| X1, Un1)
Rig + Riz + Ry < 71( X115 Y1) + T1( X1, Xig, Uay; Y12|Un)
Ry + Riz + Ry < 7I(Usy, X12, Usi; Yio| X11)
Rio + Ri1 + Rig + Ry < 71( X115 Y1) + 71(X11, Unn, Xa2, Usg; Yao). (4.19)

e D, uses joint decoding to decode (wqy, war,wses). It searches for a unique (g, Wo2)
for some (w11, 092) such that
(uly (1) ugy (a1), uzy (aa, Daolthr ), y22) € AT™ (Puyy iy UgaYas )-

The decoding error probability goes to 0 as n — oo if

Ray + Ry, < T1(Usg; Yao|Uay, Un)
Ro1 + Ry + Ryy < TI(Us, Usg; Yao|Un)
Riy + Ry + Ryy < TI(Uhy, Usg; Yao|Un)
Ri1 + Ro1 + Rags + Ryy < 7I1(Uy1, Uay, Usg; Ya2). (4.20)

Let Ry = Rig + R11 + Ri2 and Ry = Ry + Roo and apply Fourier-Motzkin Elimination on
the above constraints, we get region (4.14)). O
Remark 9. Inclusion of half-duplex PDF-binning and Han-Kobayashi schemes.

e The half-duplex HK-PDF-binning scheme becomes half-duplex PDF-binning if U;; =
U21 - @

e The half-duplex HK-PDF-binning scheme becomes the Han-Kobayashi scheme if T =
0, X11 = @ and X22 = UQQ.
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Fig. 4.4 The half-duplex Gaussian causal cognitive interference channel
model.

e The mazimum rates for S1 and Sy are the same as in (4.8)) and (4.9)).

4.3 Half-duplex Gaussian CCIC rate regions

4.3.1 Half-duplex Gaussian CCIC model

The Gaussian model for the half-duplex causal cognitive interference channel is shown in

Figure The input-output signals can be represented as

First phase : Y =Xy + Z,
Y = Xu + 2,

Yo1 = aXq1 + Zog; (4.21)
Second phase : Yo = X9 4+ bXog + Z1o,
Yoo = aXip + Xop + Z, (4.22)

where X1, is the transmit signal of Sy in the first phase and X5 and X5, are the transmit
signals of S; and S in the second phase, respectively. Y, Yj; and Ys; are the received
signals at Sy, D7 and D, in the first phase. Y53, and Yy are the received signals at D,
and Dy in the second phase. a, b, and ¢ are the channel gains where the direct links are
normalized to 1 as in the standard interference channel[l0]. Z, Z11, Zo1, Z12, and Zyy are
independent white Gaussian noises with unit variance.

In the following section, we provide analysises for both the half-duplex PDF-binning
and half-duplex HK-PDF-binning schemes in the Gaussian case.
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4.3.2 Signaling and rates for the half-duplex HK-PDF-binning

In a Gaussian channel, input signals for the HK-PDF-binning scheme as in Section

can be represented as

X171 = a1.510(w1o), (4.23)
X2 = apS10(wi0) + B2S11(wi1) + 72S12(w12),

Xog = 055 (wa) + 4 (/9510(11)10) + m522> ,

Uss = Xog + AS10 = (p + A)S1o + 0521 + py/1 — p2Sa,

where Sig, Si1, S12, So1 and Ssy are independent A(0,1) random variables that encode
Wig, W11, Wiz, Wy and was, respectively; Uy is the Gelfand-Pinsker binning variable that
encodes wyy. The parameter p is the correlation factor between the transmit signal Xo9 and
the state X1, similar to that in Section . A is a parameter for binning. Parameters
a1, Qo, B2, 72, @ and p are the corresponding power allocations that satisfy the power

constraints

Taf +7(a3 + B3 +3) < Py,
(1 +0%) < P, (4.24)

where 7 and 7 = 1 — 7 are the time duration for the two phases.
Substituting XH, X12, X22 into Y, }/11, Yél, YiQ, }/22 in (|42].D and (I422|), we get

Y =ca1510+ 7,
Y11 = a1S10 + Z1a,
Ya1 = a1 Sio + Zan,
Yi2 = (a2 + bup)Sio + 2511 + 72512 + b0Sa; + bum522 + Z12,
Yoo = (aca + pp)Sio + af2S11 + avy2Si2 + 0591 + pn/1 — p2Sag + Zss. (4.25)

Corollary 4. The achievable rate region for the half-duplex causal cognitive interference

channel using Han-Kobayashi PDF-binning is the convex hull of all rate pairs (Ry, Rs)
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satisfying
R1 S min{[2 —+ 157[6}7
Ry < Iy — 14,
R1 + R2 S HliIl{IQ + I77I8} + ]13 — Il,
Ry + Ry <min{lr + I3, I,} + 14 — 11,
Ry + Ry <min{ly + Iy, 1o} + 11 — L1,
2R1 + R2 S min{]2 + 13,14} + min{[2 =+ [9,[10} =+ [13 — Il;
R1+2R2 §min{[2+f7,fg}+[11—Il+[14—fl, (426)
where
L =7C (),
2
_ 35
I —
b =Te <52u2(1 —92)+1)’
_ +bup)® +43
I, — 2 (oo 2
4 TC(a1)+TC(b2M2(1_p2)+1 ,
_ 85+
Is =7C
CT\ e v 1)
_ +bup)? + B2 + 3
I — 2 C (g 2 2
6 TC’(al)+T ( (1 — ) + 1 ,
2 202
_ V5 + b0
I, =7C
T (bzuz(l—/ﬂ)ﬂ)’
_ +bup)? + 73 + b*6*
I« = 2 C (Oé2 2
3 TC’(al)~|—7' ( (= o) + 1 ,
2 2 | 202
L=rC (2T % :
02 p2(1 - p?) +1
_ +bup)? + B3 + 73 + b*6?
I — 2 (a2 2 2
10 TC (Oél) + C b2lu,2<1 — p2) T 1 s
2 1 — 2
Ly — I, = 7C (%) ,
a“vy; + 1
2 2 2
(A=) | 0 >
Io—-1L=7C| —— ) +7C ,
v < a*y3 +1 ) " ((aaz +pp)? +a*yd +pP(l—p?) + 1
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2 2 2122
_ p?(1 = p?) - a3
Is— L =7C (——F2) +7C :
v (a27§+1> <(aa2+up)2+a2’y§+u2(1—p2>+1

201 _ 2 252 | g2
a*yi +1 (acy + pp)? + a?v5 + p2(1 — p?) + 1

and C(x) = 0.5logy(1 +x); 7 € [0,1] and 7+ 7 = 1; p € [—1,1] is the correlation factor
between So’s transmit signal Xoo and the state Xi1; and the power allocations oy, as, Ps,

Yo, 0 and p satisfy the power constraints (4.24)).

Proof. Applying the signaling in (4.23) to Theorem [f] we obtain the rate region in the
Corollary [4 O

Remark 10. The optimal binning parameter can be found in a way similar to the full-

duplez case as follows.

Corollary 5. The optimal parameter \ for the half-duplex Han-Kobayashi partial decode-

forward binning scheme is

e acp®(1 — p?) — pp(a®~3 + 1)
- 2 2 2 ’
a*y; + (1 —p?) +1

(4.27)
Proof. Similar approach to the proof of Corollary n

4.3.3 Inclusion of HD-PDF-Binning and Han-Kobayashi schemes

Remark 11. Inclusion of half-duplex PDF-binning and Han-Kobayashi schemes.

o IfwesetT=0,a; =a =0, p=0, rate region (4.26]) becomes the Han-Kobayashi
region [12].

o [f we set By = 0 =0, rate region (4.26) becomes the half-duplex PDF-binning region.

e The half-duplex PDF-binning region is the convex hull of all rate pairs (Ry, Rs)
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satisfying

2
2 2 - V2
R, <7C (c 041) +7C (bzluz(l I 1) ,

(cg + bup)? + 2
A7) 1)

2 2
_ p (1 —p?)
< L - 4.2
RQ ~ TC ( a2722 1 ) , ( 8)

Ry < C (a?) +To<

where the power allocations vy, as, vo and p satisfy the power constraints

Tai +7(a3 +13) < P,
71’ < P,. (4.29)

o The maximum rate for Sy is achieved by setting fo =0 =0, p = =1 and p = pv/Ps

as

2
R — s min {TC(CQOK%) +7C(73), 7C(ad) + 7C <(a2 + b\/P2> + 73)

Tai+7(a3+73)< Py

(4.30)

A solution for this optimization problem is available in [31]. Note that in the half-
duplex mode, partial decode-forward achieves a strictly higher rate than pure decode-

forward for the Gaussian channel.

e The mazximum rate for Sy is achieved by setting T =0, p =0, a1 = qg = By = o =

0=0, and p =P as

R = CO/(Ry). (4.31)

}.
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4.3.4 Performance comparison
Existing results

Very few results currently exist for the CCIC. We can find only two results for the half-
duplex mode. These two coding schemes are different from our scheme and are not directly
comparable with us. But one of the obvious limits from these two schemes is that neither
of them achieves both the Han-Kobayashi region and the partial decode-forward rate. Next
we provide comments for these two existing schemes.

Devroye, Mitran and Tarokh [2] propose four half-duplex protocols with rate region as
the convex hull of the four regions. One protocol is the Han-Kobayashi scheme for the
interference channel, and the other three are 2-phase protocols in which S, obtains S;’s
message causally in the first phase as in a broadcast channel, then transmits cognitively in
the second phase. All these 3 protocols have D; decode at the end of both phases instead of
only at the end of the second phase, hence they are suboptimal. Protocol 2 has the idea of
decode-forward by keeping the same input distribution at S; in both phases; but because it
reduces the rate at Sy in the second phase, S; does not achieve the rate of decode-forward
relaying. Thus, even though the rate region includes the Han-Kobayashi region (in protocol
3), it does not include partial decode-forward relaying.

Chatterjee, Tong and Oyman [35] propose an achievable rate region for the half-duplex
CCIC based on rate-splitting, block Markov encoding, Gelfand-Pinsker binning and back-
ward decoding. The transmission is performed in B blocks, each is divided into two phases.
In each phase, each user splits its message into two parts, one common and one private.
The primary user (.S7) superimposes its messages in both phases of the current block on the
messages in the first phase of the previous block. The cognitive user (S3) only transmits in
the second phase and bins both its message parts against the private message of S in the
first phase of the previous block. Backward decoding is then used to decode the messages

after B blocks. We have several comments on this scheme:

e Block Markovity is not necessary in half-duplex mode. We can superimpose the
second-phase signal on the first-phase signal of the same block, instead of superim-
posing both phase signals on the first-phase signal of the previous block and using
backward decoding as in [35]. Such a half-duplex block Markovity incurs unnecessar-
ily long decoding delay and also wastes power to transmit the first-phase information

of the current block, which is decoded backwards.
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Fig. 4.5 Comparison of four coding schemes (HD = half-duplex, FD = full-
duplex).

e Joint decoding of both the state and the binning auxiliary random variable at D, is
not valid (similar to [26, 27]). The rate region is thus larger than possible, but can

be corrected in this step.

e This scheme only covers half-duplex decode-forward relaying (when there is no bin-
ning) instead of partial decode-forward relaying and hence achieves a maximum rate
for Ry smaller than (4.30)).

Numerical Examples

In this section, we provide numerical results to compare the two proposed schemes with
the Han-Kobayashi and other known coding schemes [2], 35] for the half-duplex CCIC.

Figure [4.5 shows the comparison between half-duplex PDF-binning, HK-PDF-binning
and the Han-Kobayashi scheme. It can be seen that although PDF-binning has a larger
maximum rate for R; than the Han-Kobayashi scheme, it is not always better. But the
half-duplex HK-PDF-binning rate region encompasses both the Han-Kobayashi and the
PDF-binning regions.

In Figure [4.6] we compare the HK-PDF-binning schemes with existing half-duplex
schemes for the CCIC in [2, B5]. We can see that HK-PDF-binning is strictly better

than all existing schemes. Furthermore, the proposed scheme is more comprehensive than
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Fig. 4.6 Comparison of the HK-PDF-binning schemes with existing schemes.

the protocols in [2] and simpler than the scheme in [35].
These figures also show that the gap in achievable rates by the HK-PDF-binning scheme

in the half- and full-duplex modes is quite small. Thus, the rate loss caused by the half-

duplex constraint appears to be insignificant.
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Chapter 5

Rate Region Analysis for the
Gaussian HD-HK-PDF-Binning

Scheme

This chapter focuses on the rate region for the Gaussian HD-HK-PDF-Binning scheme
(see (4.26)). It studies the problem of finding the maximum R,, under the constraint
Ry = C(Py), and finding the corresponding optimal parameter 7 (time duration for the
first phase transmission) and power allocations. We set the constraint Ry = C(FP;) since
C(P,) is the interference-free rate for the primary user. This problem has several practical
considerations. First, although S} can achieve a maximum rate larger than C'(P;), we are
interested, from the practical point of view, in the rate that the cognitive user can transmit
while the primary user still transmits at an interference-free rate as if undisturbed by
the cognitive user. Second, the optimal parameter 7 and power allocations provide useful
guidance for practical design and implementations. The optimal, 7, indicates the time ratio
for the first phase transmission so as to balance the listening and the transmitting phases

of the cognitive user optimally.

5.1 Corner point analysis and optimal power allocations

As an initial analysis, we focus on four special cases and derive the conditions under which

the maximum rate for the cognitive sender is achieved. Although these cases do not solve
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the problem completely, they are important bases for the more general case and can provide
intuitions and guidance. These four special cases are: a = 0 and b is strong; b = 0 and a
is weak; b = 0 and a is strong; a and b are both strong. The results in these corner cases
agree with the existing capacity results in the interference channel without cooperation for

strong interference [11].

5.1.1 a=0 and b is strong

Corollary 6. When a = 0 and b is strong, Ry can achieve the mazimum rate of C(Ps)
while Rl = C(Pl), Zf

V' > (1+ Py). (5.1)

Proof. Because a = 0, Dy does not receive anything from S; and it does not need to
decode anything from S;. Thus we can immediately set S5 = 0 in . When £, = 0,
then Iy = I, Iy = I, I; = Iy, Is = Lo, 111 = I3, I1o = I[14. Since b is strong, D; can
decode everything from Sy, which means that it does not suffer from interference from S,.
Thus the primary user can always achieve its interference-free rate C'(P;) and there is no

need for S, to decode and forward anything. Thus we can set
T=0a1=a=0,p=0,0=+/F,u=0.

We set 1 = 0 so that D; can decode all the messages from S;. Therefore the only
parameter left is 75 = v/ P;. It is easy to verify that, with the above setting and a = 0, we

can simplify the rate region as

R, <C(P)
Ry < C(Py)
R+ Ry < C(P +b*Ry). (5.2)

If b > (1+P,), the third constraint will be redundant, leading to the conclusion in Corollary
(o [l



68 Rate Region Analysis for the Gaussian HD-HK-PDF-Binning Scheme

5.1.2 b=0 and a is weak

Corollary 7. Ry can achieve the mazimum rate of C (%) while Ry = C(Py), ifb=0
and a is weak (0 <a <1).

Proof. Since b = 0, there is no interference from the cognitive to the primary user, and no
need for the cognitive user to decode and forward anything or to do dirty paper coding,
thus we canset 7 =0, oy = ap = 0, 0 = 0, 4 = /P, p = 0. But we need to optimize for
Bo and ;.

After simplification, we can see that only the first three rate constraints matter, the

other four constraints are redundant. The rate region can be simplified to

R, < C(P)
Py
< [ R
=t (a% + 1)
P. CLQﬁQ

The optimal value occurs when the sum of the RHS of the first two constraints equals

that of the third. Together with the power constraint, we have the following 2 equations:

B+ =P (5:4)
P2 2 P2 azﬂg
P 2 )= - — = . )
o 1)+C(a2722+1) C(%)jLC(a?Ple) +C(a2’y§+P2+1 (5.5)

From (j5.5)), after simplification, we get
(@P+ Pyt D@3 + D035 +1) = (@®Pr + (P + (a3 + P+ 1) =0,
We do a substitution x = ~3, and let

f(x) = (a®Pi + Py +1)%(a®x + 1)(x + 1) — (a®Py + 1)(P, + 1)(a’z + Py + 1)?
=y’ +eix +co =0, (5.6)
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where

¢ =a’ (PP 2P+ 1—a) + (P2 + 1) — a?),
c1 = (a*Py+ Py +1)*(a®> + 1) — 2(a*P, + 1)(P, + 1) (P, + 1)a?,
co=—(a*P)(Py+ 1) —a®) — (a*P) (P + 1) Py — Pi(P2+ 1) (P2 + 1) — a®).

Since 0 < a < 1, we can see 1 —a? > 0 and (P, + 1)? — a® > 0. Thus, the parameter ¢, is
always greater than 0. For ¢, since 0 < a < 1, all three terms in ¢y are negative. Hence,
co < 0.

For a quadratic function f(x) = cax? + 12 + g, since ¢y > 0, ¢g < 0, f(z) will have
exactly one positive and one negative root. Note that x = P; is a root for f(x) = 0, which
can be verified easily from (5.5) if we substitute 42 with P;. Thus x = P, is the only
positive root in [0, P;]. Equivalently, v, = /P, is the only root in [0, v/P].

Thus, we prove analytically that when b = 0 and 0 < a < 1 we should put all the power
in the private part and no power in the public part in the second phase (2 = /P, and
Po = 0). Therefore, the third rate constraint in will be redundant and the rate region

will become

Ry <C(P)
Py
R <C|—). 5.7
, < (P . 1) (5.7
Thus, when b = 0, a is weak, the optimal power allocations are: 72 = P;, > = P, T,
o, a2, B2, 0% p?, and p are all 0. O

5.1.3 b=0 and a is strong

Corollary 8. When b = 0 and a is strong, Ry can achieve the maximum rate of C(Ps)
while Rl = C(Pl), ’lf

a? > (1+ PB). (5.8)

Proof. Again, since b = 0, there is no need for the cognitive user to decode and forward

anything or to do dirty paper coding, thus we can set 7 =0, oy = o =0, 0 =0, u = /' Ps,
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p = 0. Since a is strong, Dy can decode all the message of S;. Thus By = /P, 72 = 0.

The rate region can be simplified as

R, <C(P)
Ry < C(P)
R1 -+ R2 S C(CL2P1 + PQ) (59)

If a*> > (1 + P,), the sum rate constraint will be redundant, leading to the conclusions in

Corollary [8 O

5.1.4 Both a and b are strong

Corollary 9. Ry can achieve the mazimum rate of C(Py) while Ry = C(Py), if
> (1+P), b>>(1+P). (5.10)

Proof. When both a and b are strong, then both destinations can decode all the messages,
so the capacity is achieved for strong interference and there is no need to decode-forward.
Thus we can set 7 = 0,7 = ap = 0, p = 0, and all the private parts equal 0, or 75 = u = 0.
The only thing left are the public parts: Sy = \/P;,0 = \/P.

After simplification, we get

R, < C(P)
Ry < C(P)
R+ Ry < C(a*P, + P)
R+ Ry < C(P +b*Ry). (5.11)

If a*> > (1+ P), b* > (1 + Py), the last two sum rate constraints will be redundant. O
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Fig. 5.1 Effect of a.

5.2 Effect of channel parameters

We now investigate the effect of the parameters a, b and ¢ separately, and plot the rela-

tionships between the maximum R, and optimal 7 given that R, = C(F,).

5.2.1 Effect of a

In Figure 5.1, we show the relationship among the maximum R, optimal 7 and a while
fixing other variables. Some comments are of interest. First, when a is very large, the
maximum R is the same as that of @ = 0. This means when the interference is strong
enough, it is equivalent to having no interferences, no matter whether b is strong or weak.
This is valid since, when a is large, Dy receives more useful information than noise from
S1, and Dy can decode all the information from S;. Second, when b is very strong, the
maximum Ry can achieve C'(P,), which is the maximum possible value for Ry, either if a
is 0 or a is very large. This also verifies the conclusion in Corollary [ For example, the
channel setting a = 0,b = 4 satisfies the conditions in Corollary [6] and the maximum rate
for Ry is 0.7925 bps/Hz, which is exactly the same result as C(P,) in Corollary [6] Third,
when b is strong, the optimal 7 to achieve C'(P,) is 0, meaning we only have the second
phase. However, when b is weak, the optimal 7 is nonzero. This is possible since, if b is

strong enough, what S5 decodes from S; in the second phase is enough for forwarding.
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Fig. 5.2 Effect of b.

However, if b is small, the lack of forwarding messages in Sy will create a bottleneck. Thus,

Sy needs an extra phase to obtain the forwarding messages.

5.2.2 Effect of b

In Figure [5.2) we show the relationships between the maximum R, optimal 7 and b under
the same constraint as before. Here, we also give two different cases when a is either weak
or strong. Figure[5.2] provides supports for Corollary [7]and Corollary[§ For example, when
b =0 and a is weak (see max Ry(a = 0.6)), and the maximum rate for Ry is 0.6101 bps/Hz,
which is exactly C ((1215;12“) Similarly for Corollary |8 (see max Ro(a = 3)). Furthermore,

the maximum rate for R is the same either a = 0 or a is large.

5.2.3 Effect of ¢

In Figure [5.3] we show the relationship among the maximum Ry, the optimal 7 and ¢. Here
we only give the case when a and b are both weak, since when they are both strong, the
cooperation via link ¢ is not necessary (see capacity for strong interference channels [11]).
The value for ¢ starts from 1.0 because the cooperative link between transmitters should
be no worse than the direct links; otherwise, there is no incentive for the cooperations
between transmitters. The simulation result for the parameter c is different from that of a

or b. First, when c increases, the maximum Rs always increases, and thus the maximum
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a=0.6, b=0.8, P1=1.4, P2=2

0.8

t/R2

0.2 B
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15 2 25 3 35 4

Fig. 5.3 Effect of c.

Ry differs when ¢ = 0 or ¢ is strong. This makes sense because ¢ does not introduce any
interference to the transmission, thus for the value of ¢, the larger the better. Second, there
is a jump for 7 when ¢ increases from 1.0 to 1.1. This jump is valid since when ¢ = 1.0, the
channel between the two transmitters is no better than the direct link. Since the cross link
b < 1, there is no need for S, to forward the messages, thus 7 = 0. When ¢ is above 1.0, the
channel between the two senders gets better and S5 can assist S; to transmit. Furthermore,
as ¢ increases, the optimal 7 decreases since a stronger cooperation link requires less time
for user two to decode the message from user one, leaving more time for the forwarding

this message.
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Chapter 6

Conclusion

6.1 Summary

In this thesis, we have proposed two new coding schemes for both the full- and half-duplex
causal cognitive interference channels. These two schemes are based on partial decode-
forward relaying, Gelfand-Pinsker binning and Han-Kobayashi coding. The half-duplex
schemes are adapted from the full-duplex schemes by sending different message parts in
different phases, removing the block Markov encoding and applying joint decoding across
both phases.

When applied to Gaussian channels, different from the traditional binning in dirty
paper coding, in which the transmit signal is independent of the state, we introduce a
correlation between the transmit signal and the state, which enlarges the rate region by
allowing both binning and forwarding. We also derive the optimal binning parameters for
each coding scheme. Results show that the proposed binning schemes achieve a higher
rate than all existing schemes for user one by allowing user two to also forward a part
of the message of user 1. Furthermore, the Han-Kobayashi PDF-binning scheme contains
both the Han-Kobayashi scheme and partial decode-forward relaying and outperforms all
existing schemes by achieving a larger rate region for both users. Numerical results also
suggest that the difference in achievable rates between the half- and full-duplex modes for
the CCIC is small.

This thesis further analyzes the Gaussian rate region for the half-duplex HK-PDF-
Binning scheme. It studies the problem of finding the maximum rate for the cognitive

sender while keeping the primary sender in interference-free rate, and of finding the optimal
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time duration for the first phase and the optimal power allocations. As an initial analysis,
this thesis focuses on four special channel settings. In each setting, the conditions for the
channel gain parameters to achieve the maximum rate for the cognitive sender are derived.
This thesis also studies the effect of channel gain parameters on the maximum rate for the
cognitive sender. The simulation results for different channel parameters verify the analysis
for these four special cases and show that the cognitive user can achieve significant rates

while keeping the primary user’s rate interference-free.

6.2 Future works

This thesis studies four special channel settings in Chapter [} The future works will focus
on more general cases. For example, we will remove the constraints for either a or b being
zero, or both being strong and study the cases when a and b are both non zero and not
both strong. In each case, we will also derive the optimal time duration for the first phase

as well as the optimal power allocations.
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Appendices

A.1 Fourier-Motzkin Elimination for the Full-duplex
HK-PDF-binning scheme

Combining all the rate constraints -, we get

R/Qz > 1 U22;T10|U21) =1
Ry < I(Uyo; Y|Tho) = I

Rip < I(X1; Y1[Tho, Uro, Unn, Uar) = I3
Rig + Rig < I(Uro, X1; Y1 [T, U1, Uar) + I(Tho; Y1) = I
Riy + Rig < I(Uny, X3 Y[ Tho, Uro, Uar) = I
Ry + Ri1 + Rig < I(Uso, Uy, X3 Y1|Tho, Un) + I(Tho; Y1) = Is
) =1I;
Rig + Riz + Ry1 < I(Uso, X1, Uay; Y1|Tho, Unr) + I(Tho; Y1) = Is
Ri1 + Ry + Ryy < I(Uny, X1, Uay; Y[ Tho, Uro) =

Iy
Rio + Ri1 + Ria + Ra1 < I(Tho, Uro, Ur1, X1, U213 Y1) = Lo
Ryg + Ryy < I(Usy; Ya|Uay, Uni) = Iy
Roy + Ry + Ry, Ua1, Usz; Ya|Unr) = ©ho
Riy + Ry + Ryy < I(Uiy, Usy; Y2|Us1) = I3
Ri1 + Ry1 + Roo + Ry < I(Uny, Usy, Uno3 Ya) = Ly

~—

(
(
(
(
(
(
R12 + R21 < I(Xla U21; }/1|T10; U107 Ull
(
(
(
(
< I
(
(

(A.1)
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s
Eliminating R5,, we get Rii+ Ry < I13— 1
Ry1 + Ro1 + Rop < L1y — 1. (A.3)
Ry < Ip
Ry < I Rearranging, we get

Rig+ Ri2 < Iy

Ri1+ Rip < I

Ry + Ri1 + Ria < I
Ris+ Roy < I7

Rip+ Rz + Ro1 < Iy

Ry + Rz + Ro1 < Iy
Rio+ Ri1 + Ria + Ry < I

Ry — Rio— Ri1 < I3
Ry — R <14
Ry — Rio— Ri1 + R < I
Ry — Ry1 + Roy < Iy
Riy+ Rop < I3 — h
Rii+ Ro1 + Roo < Iy — 4

Ry <I
Roo < I11 — 1 . Rlo = IQ
— <
R21+R22§]12—]1 1 10 > 15
Ry < I

Ry + Ry < I13— 14

R, —R Ry < 1
Riy+ Ry + Ry < Iy —I,. (A2) ! 10+ far = o

Ry + Roy < Iyo
Let Rip = Ry — Rip — Ri1, we get Ry < Ity — 1)
Roy+ Roy < I — 1. (A4

Rip < I

Ry — Rio— Rin < I3
Ry — Ry <14

Ry — Ry < I5

Ry < Ig

Ry — Ry — Ri1 + R < I7
Ry — Ry + Ry < Iy
Ry — Ryp+ Ra1 < I
Ry + Ro1 < Iyo
Ry < Inn— I
Ro1 + Rop < s — 11
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Eliminating R;; and rearranging, we get

Ry — Rio

Ry — Ry + R

Ry — Ry + Rz

Ry — Rip + Ro1 + R
Ry — Rip + Ra1 + Ra
Ry — Ry +2Ra1 + Ra
Ry

Ri + Rao

Ry + Ro1 + Rao

Ry + Ro1 + R

Ry + 2R + R

Ry

R+ Ry

Rao

Rao1 + R

<I

< Iy
<ILi+hLs— L
<L+hLs— 1L
<Iz3+1lu—1
<I;+1Ls—1
<1
<L+hs—1L
<Ils+hLz— 1L
<L+hy—1L
<L+hys—1
<Is

< I
<In-—-1IL
<lp—T1. (A5)

Eliminating Ryo, we get

Ry

Ry + Ry

Ry + Ry

Ry + Ro1 + Rao
Ry + Ro1 + Roo
Ry + 2R + R
Ry + Ry

Ry 4+ Ro1 + Roo
Ry + Ro1 + Ry
Ri 4+ 2R21 + Roo
Ry

Ry + Ro

Ray

Rao1 + R

<L+
<L+
S<bL+I3+1iz3—1
S<bL+I;+1i3—1
<L+ I3+ 1Ls— 1
<bL+Il;+ha— 1

<ILi+hLz—1
<Is+Liz3— 1§
S<ILi+hy— 1
SI+ha— 1L

< I

< Iip

<In—-1L

< I, — 1. (A.6)
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Let R22 = RQ — Rgl, we get Rl S [2 -+ I5
Ry < I
R <I,+ I
Ry <Iia— 1)
Ry + Ry < I+ I
R R ol ; Ri+Ry<Ib+1I:+ 13— 1
+ Ry — Ry < I+ Iy + Iy —
1 2 o1 < Io+ I3+ 113 — 14 Rt Ry <ot Iyt Il
Ri+Ro < Lb+I1I;+1is—1;
o<t Lol ; Ri+ Ry < Ig+1Ii35— 1
+ Ry < I+ Iy + Iy —
S Ri+ Ry <Ii+Tu—1. (A.8)

Ri+Ry+Rn<Ilpy+Iz+hs—1
Ri+Ry— Ry < Iy +1Liz3—1; Simplifying, we get
Ri+Ry<Ig+6L3—1
Ri+R < IL,+ 14— 1,
Ri+Ry+ Rn < Ig+Tha— 1
Ry < I
Ry + Ry < Iyg
Ry — Ry <In—1

Ry + Ry — Roy <min{ly + I3+ 13 — L1, I4 + L13 — I}
Ry — Ry < In—1
Ry + Roy < min{ly + Iy, I10}
Ri+ Ry+ Roy <min{lo+ I; + 1y — I, Is + 14 — [}
Ry < min{/ls + Iy, Is}

Ry < Ip — 1. (A7) M= ho=h
Ri+R<DLb+I;+6L3— 1
Rearranging, we get Ri+R < L+DL+6LHs—1
Ri+Ry—Rn<DL+I3+Iz—1 ot = bt he =4
Ry + Ry < I+ L1y — 1. (A.9)

Ri+Ry—Rn<ILi+hsz—1

Ry — Ro1 < In— 1

Ry + Roy < o+ Iy

Ry + Ry < Iyo
Ri+Ry+Rn<Ilp+Iz+hs—1
Ri+Ry+Rn <Is+ha—1



80 Appendices

Eliminating Ry, we get

2Ry + Ry <min{ly + I3+ I13 — I, Iy + L1 — I} } + min{ly + Iy, [10}
Ry + Ry < Iy — I + min{ Iy + Io, I10}
2Ry + 2Ry <min{lo+ I3+ 13— 1, 4, + [13— L} + min{ly + I; + 1y — I1, Is + [14 — I}
Ry +2Ry < Iy — Iy +min{ly + Iy + 1y — Iy, Ig + iy — I }
Ry < min{ly + I5, I}
Ry <Iip—1
Ri+Ry<DL+I;+1iz—1
Ri+Ry <DL+ IL+hs—1
Ri+Ry<Ig+1L3—1
Ryt Ry < I+ Iy — 1. (A.10)

Rearranging, we get

Ry < min{/ls + Iy, Is}
Ry <l —1
Ri+Ry<DL+1I;+5iz3—1
Ri+ Ry <DL+ I3+ hs—1
Ri+ Ry <Ig+T6L3—1
Ri+R<Iy+6L,— 1
Ri+ Ry < Iy — I + min{/ls + Iy, I10}
2R; + Ry <min{ly + I3+ L13 — [, Is + L1z — L1} + min{ls + Iy, [10}
Ry +2Ry <Iyy— L +min{ls + Iy + 14 — L1, Is + 14 — I}

2R1 + 2R2 S min{IQ + 13 + [13 - [1, [4 -+ 113 - [1} + min{lg + I7 + [14 — Il; [8 + [14 — [1}
(A.11)



A.2 Analysis for Prabhakaran and Viswanath scheme one 81

Simplifying, we get

Ry < min{ls + Iy, Is}
Ry < I, — 1,
Ri+ Ry <min{lp + I, Is} + 15 —
Ri+ Ry <min{lh+ I3, ,} + [14, —
Ry + Ry <min{ly + Iy, I1o} + 111 — I
R, + Ry <min{ly + Iy + Ly — I, Iy + Ly — I} + min{Ls + Iy, 110}
Ry +2Ry < Iy — L+ min{lp + Ir + L1y — 1, Is + 14 — I}

2R1 + 2R2 S min{IQ + [3 + 113 - [1, [4 + [13 - [1} + HliIl{IQ + I7 + [14 — [1, [8 -+ 114 — [1}
(A.12)

Comparing the last constraint with the sum of the third to fourth ones, we can find the

last one is redundant.

Ry < min{/ls + I5, I}
Ry <ILis— 1
Ry + Ry <min{ly + I7,Is} + 13— 1
Ri+ Ry <min{ly + I3, ,} + 14 —
Ry + Ry <min{ly + Iy, L1} + 11 — [
2Ry + Ry < min{ly + I3, I} + min{lo + Iy, [1o} + 15 —
Ry + 2Ry < min{ly + Ir, I} + Iy — I + Tra — I1. (A.13)

A.2 Analysis for Prabhakaran and Viswanath scheme one

In [24], it shows the rate region for the first scheme (see [24] Theorem 4(a)). The following
shows the complete rate regions for this scheme.
Given a distribution pw, pv; v, x,|w» Pva,us,xsjw- The rate pair (Ri, Rs) is achievable

if there are nonnegative rv,, 7v,, "u,, Tuy, "X, Tx,, Such that Ry = ry, + 71y, +rx,, Re =
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v, 71y, + Tx,-
Ty, < I(Vi; Y| W)
rx, < I(X0; Y3|Vi, Vo, W, UL, Us)
ro, +rx, < I(Up, Xq;Ys|Vh, Vo, W, Us)
ru, +rx, < 1(Us, X1; Y3|Vh, Vo, W, Uy)
Ty, + v, +rx, < I(Ur, Us, X3 Y3| Ve, Vo, W)
v, + v, + 1o, +ru, +rx, < I(W VL Vo, Uy, Us,y X153 Y3)
Ty, < I(Va; V1|W)
rx, < I(Xo; Ya|Vi, Vo, W, UL, Us)
ru, +1rx, < 1(Us, Xo; Y| V4, Vo, W, Uy)
ro, +rx, < (U, Xo; Y| Vi, Vo, W, Us)
ru, + ru, +1x, < I(Uy, Us, Xo; Y| V1, Vo, W)
v, + 1 +ru, T, Frx, < I(W VL, Vo, Uy, Us, Xo; YY), (A.14)

A.2.1 Compare Prabhakaran and Viswanath scheme one with the HK region

In (A.14), let ry, = 1y,

= 0, and set the cooperative public messages at both sources to 0

(Vi = Vo =W =0). We get
rx, < 1(Xy;Y3|Up, Us)
ro, +rx, < I(Up, Xy;Y3|Us)
ru, +rx, < 1(Us, X1;Y3|Uq)
Tv, +Tu, +rx, < I(Ur, Us, X33 Y3)
rx, < 1(X2;Yy|Uy, Usy)
ru, +1rx, < 1(Us, Xo; Yy|Uy)
ro, +rx, < 1(Uy, Xo; Yy|Us)
ro, +ru, +rx, < (U, U, Xo3Ys). (A.15)

This is identical to the HK region.
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A.2.2 Compare Prabhakaran and Viswanath scheme one with the PDF rate

The rate region for the PDF scheme (see [6]) is

Ry < I(U; Ya| Xp) 4+ 1(X4; V3] X, U)
Ry < I(Xy, Xo:Y3). (A.16)

We only analyze for the source one (i.e. if source one can achieve the PDF rate), it is
similar for source two. Let ry, = 0, set the HK public message to 0 (U; = 0)) and source
two’s messages parts to 0 (Vo = Uy = (). Then the cooperative message my is only the

previous message of my; .

rvy < I(Vi; Ya[W)
rx, < I(Xy; V3|V, W)
v +rx, < T(W, Vi, X0 Y3)
rv, < I(W, Vi; Yy). (A.17)

The first three constraints are identical to the PDF rate, but the last one is an extra
constraint on ry,, the cooperative common message part. This is because the common
message is decoded at both receivers, hence it leads to an extra constraint compared to the
PDF rate.

In conclusion, Viswanth’s first scheme includes HK rate region but not always the PDF
rate. When node four doesn’t decode anything, then node three can achieve the PDF rate,

but if node four still decodes, node three will achieve a rate less than PDF rate.

A.3 Analysis for Prabhakaran and Viswanath scheme two

In [24], it shows the rate region for the second scheme (see [24] Theorem 4(b)). Applying

Prabhakaran and Viswanath scheme two in our channel (set the cooperative public and
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private message to 0, Vo = ), Sy = ), we get:
7’Sl I(Xh}/é’W ‘/laUl?SluZl)
TZ1 + Tsl

ry, Tz T

v, +ru, + 1z, +rs, <
TZI

ry, + 72z,

rs, + Tz

rs, +ru, +rz <
Ty, + 71z, <

Tu, + U, T2

Ty, + s + 72

Ty, +7s, +ru, + 72 <
rv, +ry, +rs, +ry, +rz, <
ng

Tuy, + 7z, <

Ty, + Tz,

U, T U, T T2y

v, +ru, Hru, Frz, <

IN

IN

IN

IN

IN

VAN

IN

IN

IN

I
Z X17§/2|W ‘/i,Ul,Sl):IQ
U ZlaXla}/Qlw ‘/1751) ]

1,

V Ula Zl,Xl,YélW Sl)

I(Zy; Ys|W, Vi, Uy, Uy, S1) = Is
I(Uy, Zy; Y3 |W, V1, Uy, Sy ) = g
I1(Sy, Z1; Ys|\W, Vi, Uy, Us) = I
St Ur, Z1; Ya| W, Vi, Us) = Iy
Uy, Z1;Y3|W, Vi, Uy, S1) = Iy
I

Us, S1, Z1; Y| W, Vi, Uy) = I
Us, S1, Ur, Zy; Ya|W, Vi) = L1y

W‘/laU%Sl?UlaZla}/S) I
Z }/4’W ‘/17 U17U2

I
I
1 )
Us, Zo; Yo| W, V1, Uh)

)

)

Uy Zz;Y4\W Vi, Uz
U U27ZQ7Y21|W‘/1
W ‘/la Ul) U27 ZZa}/Zl)

< I(
I
I
(
(
(
I
I
I(Uz, Uy, Z1; Y3|W, Vi, 81) =
I
(
(
(
I
I
I
I

1
1
L
1
1

Note: (A.18)-(A.21)) is the rate for the decoding at source two. (A.22))-(A.30]) is the

rate for the decoding at destination three. (A.31))-(A.35)) is the rate for the decoding at

destination four.

The following comparisons with the HK region and the PDF rate are both based on the

assumptions that Prabhakaran and Viswanath scheme two is applied in the CCIC (set the

cooperative public and private message to 0, V5 =

0,5, =10).
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A.3.1 Compare Prabhakaran and Viswanath scheme two with the HK region

In order to compare with HK scheme, we further set the cooperative public and private
message at source one to 0 (W =1, = 5; = 0) in (A.18)-(A.35). (We already set V5 =
(), S = () when applying this scheme in the CCIC). And the rate region becomes

L S I(Z1;Ys|Uh)
ro, + 1z, < I(Uy, Z1;Ys)
v < 1(Z0; Ya| Uy, Us)
ru, + 1z, < I(Uy, Zy;Y3|Us)
ru, + 1z, < 1(Us, Zy;Y3|Uy)
ru, v, + 1z, < 1(Us, Uy, Z15Y3)
Tz, < 1(Za; Ya|Uy, Us)
ru, + 12, < 1(Us, Zo; Yy|Uy)
ry, + 1z, < 1(Uy, Zy; Yy|Us)
ro, +ru, + 12, < LUy, Us, Zo;Yy). (A.36)

Compared with the HK scheme, the first two constraints are the extra constraints because
the source two needs to decode the HK public and HK private message from the source

one, thus making its rate smaller than the HK rate.

A.3.2 Compare Prabhakaran and Viswanath scheme two with the PDF rate

When considering the maximum rate for R, we need to compare it with the PDF rate. S,
only forwards the message it decodes from 57, and doesn’t have any new message of its own.
In other words, we need to set Uy = Zo = () (we already set Vi = ), Sy = () when applying
this scheme in the CCIC). After this setting, the constraints in (A.18)-(A.35]) containing
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Iy — I 5, I14 — I15 and I;7 are redundant. The rate region becomes

7"51

rz, +1rs <

Ty, + 7z + 15 <

v, +ru, + 1z, s <
Tz <

ru, Tz <

TS;l + TU1 + 7”Zl S
(A% + rs, + o, + Tz, S
ry; <

ry, +ry, <

I
I
I
1
1
re, +rz <1
1
I
I
1

X3 Yo|W, V1, Uy, S1, Z1)
Zy, X5 Yo |[W, V1, Uy, S1)
Ur, Z1, X1, Yo [W, V4, S1)
Vi, Uy, Zy, Xq; Yo |W, S1)
Zv; Ya|W, Vi, Uy, 51)
Ur, Z1; Y3 W, Vi, 51)
S, Zy; Y| W, Vi, Uh)
S1, U, Z1; Y3|W, V4)
W, Vi, 81, Us, 213 Y3)

o N N e e e e e e e e

(A.37)

Moreover, since destination four also decodes U;, we set the public message part of

source one to 0 (set ry; = 0, Uy = @), which can reduce some of the constraints at

destination four. After this setting, we get

rs, >

rz, + rs, >

IA

rv, + 7z, +Ts

TZl

VAN

7”51 + er

Ty, +rs, +rz <

IN

(A7

< I(X1; Ya|W, VA, 51, Z4)
< I(Zy, X1; Yo |[W, V1, 50)
I(Vi, 7y, X1: Ya|W, S1)
< I(Z1; Y3|W, Vi, 51)
I(Sy, Z1; Ys|W, 1)
I(W, V4, 81, Z1; Ys)
I(W,V1;Yy).

(A.38)

Since in the PDF rate, there is only one forwarding message part, we can set either the

cooperative public (V}) or the cooperative private message (S7) in the Prabhakaran and

Viswanath scheme two to 0. These two cases include all the possibilities when comparing

with the PDF rate.
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First, setting the cooperative public message to 0 (V4 = 0 and W = (), we get

rs, < 1(X1;Ya|S1, Z1)
rz, +rs, < 1(Z1, Xq;Yo|Sh)
rz, < 1(Z1;Y3]51)
rs, + 1z, < 1(S1, Z1;Y3). (A.39)

Prabhakaran and Viswanath scheme two can now be simplied as follows: the non-cooperative
private message part Z; is superimposed on the previous cooperative message part S, then
the current cooperative private message X; is superimposed on both S} and Z;. However,
in the partial decode-forward scheme, the current forwarding message part is superimposed
on the previous forwarding message part. And the non-cooperative message is superim-
posed on both the previous and the current cooperative private messages. Because of this
difference in the order of superposition, source two needs to decode both the current co-
operative and the non-cooperative message parts (see the first two constraints in )
But, in the partial decode-forward scheme, source two decodes only the current cooperative
message part. Since source two decodes two message parts, but can only forward one part,
this can make the rate less than the PDF rate.

Second, setting the cooperative private message to 0 (S; = 0), we get

Tz, < I(
Ty, + 1z, < I(

rz, < 1(Z1;Y3|W, 1)
v, + 1z, < I(

I(

ry, < I(W, V5 Yy). (A.40)

The last constraint is an extra constraint compared with the PDF rate (the first two
constraints are also different). The last constraint exists because the destination four needs
to decode the cooperative public message V;, which can reduce the rate to below the PDF
rate.

In conclusion, Prabhakaran and Viswanath scheme two does not always achieve the
PDF rate.
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A.3.3 Fourier-Motzkin Elimination for Prabhakaran and Viswanath scheme

two

Let Ry =ry, +72,, and Ry =1y, + 1y, +

rz, +1Ts,, we get

7“51

TZ1 + TS1

rUl + TZ1 + 7"51 =~

(A% + Ty + Tz, + rs,

TZ1

Ty, Tz S
s, + Tz <

rs, Ty, +rz S
Tu, + Tz S

Tu, U, Tz S

Ty, £ s +1rz S
Ty, + s 1y, £ 72 S
rv, Ty, s + Ty, Tz S
Tz, >

U, T T2y S

Ty, Tz, S

TU, T U, T Tz S

rv, Ty, F Ty, + 72, S

Ry —ry, —ry, —rz < I
Ry —ry, —ry, < 1o

Ry —ry, <13

Ry < I4

rz, < I

ro, +rz < s

Ry —ry, —ry, < Iz

Ry —ry, < Iy

Ty, + 1z < g

Ty, + 1oy 1z < o

Ty, + By —rv, —ry, < I
Ty, + Ry — 1y, < io
Ry + 1y, < I3

rz, < Iy

Ty, + 72, < It

ru, + 1z, < lie

ro, Uy 1z, < 7

rv, +1u, v, + 1z, < Lis

(A1)

Let rg, = Ry —ry, —ry, — 1z, We get

(A.42)
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Rearranging, we get Simplifying, we get
Ri—rvi—ry, =12 < I Ry —rv—ru, =1z < hh
rz, < 15 rz, < I
ru, +rz, < g ro, + 1z < Ig
Ty, + 17, < Iy Ty, + 1z, < g
ru, + 1y + 1z < o ru, + 1oy + 1z < o
Ri—ry, —ry, <Ly Ry —ry, —ry, < min{ly, I7}
Ry —ry, —ry, < Iy Ry — ry, <min{ls, I}
Ry —ry, <13 Ry <14
Ry —ry, <1 Ty, + Ri—ry, — 1y, < I
Ry < 14 ru, + B —ry, < o
Ty, + B — 1y, —ry, < I Ry + 1y, < I3
ru, + Ry — 1y, < o Tz, < Iy
Ry + 1y, < i3 Tuy, + 1z, < 15
Tz, < Tig ru, + 1z, < lie
Tuy, + 1z, < D15 T, +ru, +rz, < Iy
T, + 1z, < e v, + 1oy Fru, + 1z, < Iis. (A.44)
ru, Ty 1z, < 17
rv, +ru, +ru, + 12, < Iis (A.43)
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Eliminating rz,, we get

<h+ls
<h+ls
<L +1Iy
< I+ L
< min{ly, I7}

Ry — 1y, — 11
Rl—Tw

Ty, + Ry —ry, — 1y
Ty, + Ri —ry

Rl - Tvl - rUl

Ry —ry, < min{ls, I}
Ry < 14
Ty, + By — 1y, — 1y, < In
ru, + Ry — 1y, < o
Ry +ry, < s
Tz, < 11y

Ty, + 7z, < i
ry, + 71z, < i
Ty, +ru, + 1z, < iy

™, +ru, + Uy, T2, < Ilg. (A45)

Rearranging, we get

Ry —ry, —ry, <min{ly + I, I, I}
ru, + Ry —ry, — ry, <min{ly + Iy, I11}
Tz, +1u, < e
Tu, + Tz, + 1o, < 17
Ty, + 1z, + v 1o, < s
Ry —ry, <min{ly + I, I3, I3}
ru, + Ry — ry, <min{ly + I, [12}
Ry <14
Ry + 1y, < I3

Tz, < 114

TU, -+ Tz, S 115.

(A.46)

Adding a constraint —ry, < 0, we get

Ry —ry, —ry,
Ty, + Ry — 1y, — 1y,
Tz, +TU,

U, + Tz, + Ty
ru, + 7z, v + Ty
—ry,

R1—7’V1
TU2+R1—TV1

Ry

Ry +ry,

rz,

TUuy, + 72,

< min{l + I5, I», I7}
<min{l; + Iy, [11}
< I

< Ii7

< Iis

<0

< min{l; + Ig, I3, Is}
< min{l; + o, [12}
<I

< Iy

< Iy

< Is. (A.47)
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Eliminating ry,, we get
rz, + Ry —ry, <min{ly + I5, I, I} + L1
Tz, + 1y, + R —ry, <min{ly + Iy, I11} + 16
ru, + 1z, + Ry — 1y, <min{ly + I5, I, I} + L7
Tu, + 72y +Tu, + R —ryy <min{ly + Io, I} + L1y
ru, + 1z, + Ry <min{ly + I5, I, I;} + 15
ru, + 7z, + 1y, + Ry <min{ly + I, I11} + I3
Ry —ry, <min{ly + I, I3, I}
rz, < I16
ru, + 1z, < iz
Ty, + 1z, +1v, < g
ru, + R —ry; <min{ly + Lo, [12}
Ry <14
Ry +ry, < iz
Tz, < T4
ru, + 1z, < Iis. (A.48)
Rearranging, we get
Ry —ry, <min{ly + I, I3, I3}

TZQ+R1—TV1

ru, + R — 1y,

Tz, +1u, + R — 1y

TU, —|-7"Z2+R1 — Ty
T’U2+7’ZQ+7"U2+R1—7“V1
TU, T Tz, + T
TU2+7’Z2+R1
TU2—|—T’Z2+TU2—|—R1

<min{l + I5, I, I} + I1s
< min{l; + o, [12}
<min{ly + Iy, I11 } + L6
<min{ly + I5, ls, I7} + 17
<min{ly + Iy, 11} + 17
< Iig

<min{l + I5, I, I7} + L5
<min{ly + Iy, I11} + 613
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rz, < I
Tuy, + 1z, < Iz
Ry < Iy
Ry +ry, < i3
Tz, < I1g

ruy, + 1z, < Iis. (A.49)
Eliminating 7y, , we get

Ry +ry, + 1z, <min{ly + Ig, I3, Is} + I1s
Tz, + Ry +ryy, + 1z, <min{ly + Iy, Is, Iz} + L1 + ©1s
Ty, + Ri 41y, + 1z, <min{ly + Lo, Tio} + Lig
Tz, +Tuy + Ry 41y, + 12, <min{ly + Iy, 11} + L + ©1s
T, + 7z, + R+ 1y, + 12, <min{ly + I5, Ir, I} + L7 + I1s
Tu, + 72y + v, + Ra vy, + 1z, <min{ly + Iy, 11} + Lip + g
ru, + 7z, + Ry <min{ly + Iy, Is, I7} + 15
Tu, + 7z +1u, + R <min{ly + Iy, 11} + L5
Tz, < l16
ru, + 1z, < Iz
Ry < I4
Ry +ry, < s
Tz, < I1g

TUy, + 72z, < D15 (A.50)
Let rz, = Ry — 1y, wWe get

Ry + Ry < min{/ly + Ig, I3, Is} + 15
Ry + 2Ry — ry, < min{ly + I5, I, I} + L1 + 115
Ry + Ry +ry, <min{ly + Lo, L12} + L1s
Ry + 2Ry <min{ly + Iy, I11} + L1 + L1g



A.3 Analysis for Prabhakaran and Viswanath scheme two 93

R+ 2R,

Ry + 2Ry + 1y,
R+ Ry

Ry + Ry + 1y,
Ry —ry,

Ry

Ry

Ry + ry,

Ry — 1y,

Ry
Rearranging, we get

Ry — 1y,

Ry — 1y,

Ry 4+ 2Ry — 1y,
Ry + ry,

Ry + Ry + 1y,
Ry + Ry + 1y,
Ri+ 2Ry + 1y,
Ry

Ry

Ry

Ri + Ry

R+ Ry

Ri + 2R,

Ry + 2R,

<min{ly + I5, Iy, I} + L1 + L3

<min{ly + Iy, I11} + L7 + 15

<min{ly + I5, I, I} + L5

< min{ly + Iy, I11 } + L3

< I

< Iy

<

< Ii3

< Iy

< Is. (A.51)

< Iy

< I

<min{ly + I5, Iy, Ir} + ©1¢ + L1s
< I

<min{l; + Lo, L12} + L1g

< min{ly + Iy, I11} + I3
<min{ly + Iy, I1,} + 17 + I1g
<1

< Ii

< Iz

<min{ly + Ig, I3, Is} + Lis
<min{ly + I5, ls, I} + 15
<min{ly + Iy, I11} + I + L1g
<min{l + I5, I, Iy} + L7 + Iis. (A.52)

Since I;¢ > I14, the second constraint is redundant. Since min{l; + Iy, [12} + L1is >
min{ Iy + Iy, [11 } + I1s, the fifth constraint is redundant. Since ;7 > I15, the tenth constraint
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is redundant. And min{l;+ g, I3, Is}+I1s > min{I1+1I5, I5, I;}+ 115, the eleven’s constraint

is redundant. Eliminating these, we get

Ry —ry, < Iy
Ry + 2Ry — ry, <min{ly + I5, I, Iy} + L1 + 15
Ri+ry, < I
Ri+ Ry + 1y, <min{ly + Iy, I11} + I3
Ry + 2Ry + ry, <min{ly + Iy, 11} + D7 + I
R, <1
Ry < It
Ry + Ry <min{ly + I5, l5, I} + 15
Ry 4+ 2Ry < min{ly + Iy, I11} + L6 + L1s
Ry + 2Ry < min{ly + I, I, I} + L7 + Lis. (A.53)

Since min{Ily + Iy, Is, I7} + I1y7 + L1z > min{ly + I, I5, I} + I3 + I15, the last constraint is
redundant.

Ry —ry, < Ia
Ry + 2Ry — ry, <min{ly + I5, I, I} + L1 + 115
Ry +ry, < Iz
Ry + Ry +ry, <min{ly + Iy, I11} + I1s

Ry + 2Ry + ry, <min{ly + Iy, [11} + L7 + L3
R, <1
Ry < It5
Ry + Ry <min{ly + Iy, Is, I} + 115

R1 +2R2 S min{[1 +[97]11}+116+Il8~ <A54)

Since min{ Iy + I, Iy, Iy} + 1 + I1g > I14 + min{l; + I5, I, I;} + I15, the second constraint
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is redundant.

Ry —ry, < Iy
Ry +ry, < i3
Ry + Ry +ry, <min{ly + Iy, I} + ©ig
Ry + 2Ry + ry, <min{ly + Ig, I11 } + L7 + ©is

Ry < Iy
Ry < Its

Ry + Ry <min{ly + I5, I5, I7} + 15

Ry + 2Ry < min{ly + Iy, [11 } + I1s + L1s. (A.55)

Since min{ly + Io, I11 } + I17 + L1z > min{l; + Ig, [11} + I1s + I15, the fourth constraint is

redundant.

Ry —ry, < Iy
Ry +ry, < s
Ry + Ry +ry, <min{ly + Iy, [11} + I1s
R, <1
Ry < Its
Ry + Ry < min{ly + Iy, Is, I7} + 15
Ry + 2Ry < min{/ly + Iy, 11} + L1is + L1s. (A.56)

Eliminating ry,, we get

Ri+ Ry < I13+ 114
Ry + 2Ry <min{ly + Iy, I11} + L1is + 14
Ry <1
Ry < Iis
Ry + Ry < min{ly + I5, Is, I} + L5
Ry + 2Ry < min{l; + Iy, 11 } + L1 + L1s- (A.57)
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Since min{ly + Io, I11} + Ii¢ + L1z > min{ly + Iy, [11} + 1z + I14, the last constraint is

redundant.

Ry + Ry < I13+ Ia
Ry + 2Ry < min{ly + Iy, 11} + L1is + [14
Ry <1
Ry < Iis
Ry + Ry < min{ly + I5, Is, I} + ©s. (A.58)

Rearranging, we get

Ry <1
Ry < Iis
Ry + Ry < Ii3+ Iy
Ry + Ry <min{ly + Iy, Is, I} + 115
Ry + 2Ry < min{ly + Iy, 11} + L4 + L1s. (A.59)

A.3.4 Gaussian rate region for Prabhakaran and Viswanath scheme two

The Gaussian signal representation for the codewords are:

W = ajw
Vi=aw+ o
Ur = aqw + o1 + 1w
S = apw + 0151
Z1 = oqw ~+ 1o + g + aow + 0151 + a2
= (1 + az)w + Brvr + y1ug + 6181 + p121
X1 = (a1 + ag)w + frvg + y1ug + 6181 + prz1 + 01y
Uy = asw + yous

Z2 = a3w + YoU2 + H2Z2, (AGO)
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where w, vy, u1, s1, 21, 1 are independent N'(0, 1) random variables that encode my,, my;,
my,, Ms,, Mz, ,Mx,. Similar uy, z, are independent A (0, 1) random variables that encode
muy,, Mz,. Note that the final codeword at node two is Zy. (Xy = Z5)

The power constraints are

(a1 +a2)® + 87 +75 + 65 + i +6; < P,
i+ + s < Pa. (A.61)

The received signal are

Yy =1 Xy + Ny
Y3 = X + c30Xo + N3
Yy =cn Xy + Xo + Ny, (A.62)

where Ny, N3, N, are independent A(0,1) Gaussian noise at node two, three and four.

Substituting back, we get

Yy = ca1(on + ag)w + o1 f1vy + corviun + ca10151 + car iz + o101y + Ny
Y3 = (a1 + az)w + Biv1 + yiug + 6181 + pa 21 + 0101 + czp0w + C3pYaug + Caapinze + N3
= (a1 + az + cza3)w + Brvg + Yiug + 0181 + 121 + 0121 + CapYous + caapiozo + N3
Yy = ca(on + ag)w + e Brvr + camiun + cadist + capnzr + cnbrx1 + azw + yaus + piaze + Ny

= (ca1 (a1 + ag) + az)w + 11101 + caayiun + ca16151 + carpnzr + ca161x1 + Yaus + poze + Ny.
(A.63)

We are going to calculate the terms I1-113 in Gaussian case. The term I is

I

I(Xy; Yo |W, V4, Uy, Sy, Z4)
(Ya|[W, Vi, Uy, S, Zh) — H(Y2|W, Vi, Uy, 81, Z1, Xa)
(co16121 + Na) — H(N»)
C(c3,07). (A.64)

H
H
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The term 1, is

L =1(Zy, X1, Y5|W, Vi, Uy, S1)
= H(Yo|[W, V1, U1, S1) — H(Yo|W, V1, U, 51, Z1, X4)
= H(coipnz1 + co10121 + No) — H(Ny)
= C(cpi + ,67).

The term I3 is

I3 = I(Uy, Zy, Xq; Yo|W, V4, S1)
= H(Y2|W. V1, 51) — H(Y2|W, V1, U1, S1, Z1, X1)
= H(camur + capnz1 + cnbr1x1 + No) — H(Ns)
= O(cqmi + e i + c5,07).

The term 1, is

1y

I(‘/hUlvzlaXl;)/Q“/I/, Sl)
H(Y5|W, Sy) — H(Ya|W, Vi, Uy, Sy, Z1, X1)
H

(
(

= (02151 + c2171 + 021,“1 + C2192)
The term Iy is

Is = —7(21;Y3|VV, Vi, Uy, Us, 51)
= H(}/3|VV7 ‘/17 U17 UQa Sl) - H(}/ES|W7‘/17 Ula U27 Sl; Zl)

= H(ulzl + 91231 + C3o 222 —+ Ng) — H(Glxl + C3a24222 + Ng)

12
=\l 1)
07 + c3ps + 1

21 1v1 + corruy + Corpir 21 + ca1bhz + No) — H(N»)

(A.65)

(A.66)

(A.67)

(A.68)
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The term Ig is

[6 :I(Ulazl;}/é|w7‘/17U27sl>
= H(}%|W7‘/17U27SI) _H(YE‘}|W7‘/17U17U27517ZI)
= H(viuy + 121 + 0121 + caapinzo + N3) — H(0121 + caapinza + N3)

2 2
Y1+ MY
=C|—"+—7+7—]. A.69

(9%+C§2M3 + 1) (4.69)

The term I is

[7 = [(Sla Zlv}/S‘W7 ‘/17 U17 UQ)
== H(}/}JW’ ‘/17 U17 UQ) - H(}%’W7 ‘/17 U17 U27 Sl? Zl)
= H((5151 + 121 + 91.731 + C3olt222 + Ng) — H(@ll’l + C3alt222 + Ng)

52 2
_¢ (i) . (A.70)
01 + copiy + 1

The term Iy is

Iy = [(51,U1721;Y3’VV, Vl,Uz)
= H(}/?)‘W7 ‘/17 UZ) - H(}%’W7 ‘/17 Ul) U27 Slv Zl)
= H(yug + 0151 + 121 + 0121 + caopinzo + N3) — H (6121 + capio22 + N3)

252 42
o (g (A7)
01 + copy + 1

The term Iy is

19 = I(U27217Y23|W %aUlasl)
= H(%‘W7‘/17U1551) _H(}/?)“/I/a ‘/17U17S17Z17U2)
= H(pmz1 + bhxy + csayous + caapioze + N3) — H (0121 + csop1222 + N3)

2 2 A2
-0, (A72)
07 + c3ops + 1
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The term I is

[lO = [(U27U1721;}/Z3|W7‘/1781)
= H(Y3’VV7 ‘/h Sl) - H(S/3|I/I/7 ‘/17 U17 Sl; Zl; UQ)
= H(mu + iz + 0121 + caayouo + caapiozo + N3) — H(0121 + caaptazs + Ns)

2 2 2 .2
:c(ﬂ+%+fﬂﬂ. (A.73)
01 + cop; + 1

The term [;; is

Iy = [<U27517Z1§}/E’»‘W?‘/1,U1)
= H(}/?)“/I/u ‘/luUl) _H(}%‘W7‘/17U17517217U2)
= H(6151 + p121 + 6121 + 272U + Caapioze + N3) — H(0121 + csop1020 + N3)

0F + pf + c37d
=C 5 53 ) (A.74)
07 + ciops + 1

The term [;, is

I, = I(U27317U1721;YE’>’W Vl)
= H(}%’W, ‘/1) - H(}/?)‘W7 ‘/17 Ula Slv Zh U2)
= H(mur + 0181 + paz1 + 0121 + c3a¥2us + Csopinze + N3) — H (0121 + caaft222 + N3)

2 4§52 2 2 .2
—C 71 +2 1 ‘|‘2M12‘|‘ €397 ' (A.75)
07 + c3ous + 1

The term I3 is

Lz = [(VV, Vi, Us, 51, Us, Zl;Y:a)
= H(Y3) — H(Y3|W, V1, Uy, 51, Z1, Us)
= H((oq + g + c3a3)w + Brvy + yiug + 0151 + paz1 + 0121 + capYaun + caapinzo + N3)
— H(6121 + c3apinze + N3)

o (ot an tenas)® + 57 97+ 0F 4 gt + o (A.76)
07+ Gyt + 1 | |
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The term [y4 is

Ly = [(Zz; Y4WV> Vi, Uy, Uz)
= H(Y4’VV7 ‘/17 U17 UQ) - H(Y4’VV7 ‘/17 U17 U27 Z2)
= H(cy10181 + carprz1 + carbhzy + poze + Ny) — H(cy10181 + capir 21 + carbhz1 + Ny)

_c ( fs ) . (A.77)

042115% + 04211#% + 012119% +1

The term I35 is

Iis = [(U2,Z2;Y4|W>V1>U1)
- H(m’W7 ‘/17 Ul) - H(HHM ‘/17 U17 U27 Z2>
= H(cy10181 + carpirz1 + carbhxy + Yous + poze + Ny) — H(c410181 + carpin 21 + carbhz1 + Ny)

2 2

Vo + s

=C ( ) . (A.78)
042115% + 01211//“% + 01211‘9% +1

The term 6 is

Ilﬁ = [(Ula Z27 }/4|W7 ‘/17 UQ)
== H(nywa ‘/17 UZ) - H(n“/I/a ‘/17 U17 U27 ZZ)
= H(cpyuy + ca10181 + carpirzr + carbhxy + poze + Ny) — H(cy10181 + carpin 21 + carbhzy + Ny)

C2 72 +M2
_C ( 1 2 > ' A.79
N BN (A.79)

The term I;7 is

Ly = I(Uy, Uz, Za; Y4|W, V1)
= H(Y W, Vi) — H(Yo|W, V1, U1, Us, Zo)
= H(camur + ca16181 + carpiizr + carbhwy + s + piaze + Ny)
— H(cq16181 + canptrz1 + canbhzy + Ny)

—C chit+ 75 + 1 (A.80)
= 2624 2 21 29241 )" .
C4107 T C T T C Uy
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The term 5 is

Lig = I(W,V1,Uy, Uy, Z5;Yy)
= H (Y1) — H(Y4|W, V1, Uy, Uz, Z)
= H((car (a1 + az) + az)w + cu frvr + caniun + car6181 + carprn 21 + canbh1m1 + Yaug + piaze + Ny)
— H(c416181 + carpirzr + carbrz1 + Ny)

_0o ((C41(a1 + o) + ) + i B + i 8+ u%) (A81)
407 + et + 0+ 1 ' '
In summary, the DMC rate region is
R <1y
Ry < Ii5
Ri+ Ry < Iig+ 114
Ry + Ry <min{ly + I5, I, I} + 15
R1+2R2 S min{]l +Ig,]11}+[14+[18. (A82)
The Gaussian rate is
R, < C(Cgl/ﬁf + 031712 + 031,“% + 0319%)
2 2
V3 T+ M,
el |
4107 + ciipd + e bf + 1
(ag + g + 032043)2 + 5% + 7% + 5% + N% + 052722 N%
R+ Ry <C 92 2 2 +C 2 2 2 2 2 2
1+ ez + 1 ci07 + ciypf +cqp 07 + 1

. 9 12 ,M% 2 2 2 02 5%'1”“%
Ry + Ry <min< C(c3,07) +C Pt 1 g , C(cqy i +c307),C |

L C (car(ar + ag) + as)® + ¢, B + ¢y + 5 + 15
6252+02 2+0202+1
4101 41 M7 1191
2 2 .2 2 2 2 .2
. M7+ C5073 07 + pi + 373
Ry + 2Ry < min{C (2,0 +C [ —1 3212 ,C
ot <) +© (G0 ) (G )
+C( V3 + 13 )+C ((041(a1+az)+a3)2+6i16%+031%+7§+u§)
042115% + anﬂ% + 042119% +1 042115% + anﬂ% + 042119% +1
(A.83)
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A.4 Proof of the optimal binning parameter \* for full-duplex
PDF-binning

The optimal A\* is obtained by minimizing the determinant of the covariance matrix in

EZ).

lcov(Us, Ya)| = var(Uy)var(Ys) — E(Uy, Ys)?
= (1> + X+ 2up)) ((ac + pp)? + a*B* + a®y* + p*(1 — p*) + 1)
— (o + N(aa + pp) + (1 = p*))”
= (N + 2upX + %) (a*(a® + 5% ++°) + 1 + 2aapp + 1)
— (Mao + pp) + 1 + aaup)2 : (A.84)

Let f(A\) = [cov(Us, Ya)| = c2A? + c; A + ¢p. We calculate the parameters ¢y, ¢; and ¢y in

the following. The parameter ¢, for A? is

e = (a®(a® + B% +7°) + 1i” + 2aapp + 1) — (aa + pp)?
=a* (B2 + ) +p’(1 - p*) + 1. (A.85)

The parameter ¢; for A is

c1 = 2pp (a®(&® + B% +4°) + p? + 2acpup + 1) — 2(aa + pp) (p? + acpp)
=2up (a®(a” + 8%+ 7*) + 1i* + 2a0up + 1 — pi* — acpp) — 2aa(p’ + acyp)
= 2up (a*(® + B° +7°) + aaup + 1) — 2aa(u + acvpp)
= 2up (a*(a® + B° +9*) + acup + 1 — a*a®) — 2aap
=2up (a*(B° +7°) + 1) + 2a0(p* — 1). (A.86)

co = 1 (a*(@® + 5% +4°) + p* + 2aapp + 1) — (1 + aapp)®
= p* (a®(&® + B2+ %) + p° + 2a0pup + 1 — pi* — 2a0up — a*a’p?)
=12 (a2(0® + B2 + %) + 1 — a%a?p?)
=p* (a®®*(1 = p°) +a*(B°+7°) + 1) (A.87)
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For quadratic function f(\) = coA? + 1A + ¢, since ¢y > 0, the f(\) achieves its minimum
when
* €1
YT,
_ 2pp(@®(B° +9°) + 1) + 2a0p’(p* — 1)
2@ ) (- )+ )
po(@*(8” +9%) + 1) + aop?(p® — 1)
a*(B% +7%) + p?(1—p?) +1
_ aau22(1 — ") —np(@®B’ + ey + 1) (A.88)
a?3? +a*y? + p2(1 = p?) + 1
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