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Abstract

The advent of cheap, multi-functional RF chips, microcontrollers, and sensors has enabled a new field in wireless sensor networks (WSN).  Wireless sensor networks allow numerous nodes to be deployed for both sensing applications and network connectivity with stark differences from traditional wired and wireless networks.  Wired networks generally operate without concern for power consumption and traditional wired and wireless networks operate under stable, known operating conditions.  In order for WSNs to be effective their routing algorithms must perform in harsh, mobile environments with minimal power consumption.  In this paper, we propose a novel, cross-layered, multi-node approach for routing through degraded channels while maintaining power efficiency across the network.  

Introduction

Consider an ad-hoc wireless sensor network consisting of randomly placed, mobile nodes within an urban environment.  Each of the nodes has protocols for discovery, synchronization, and routing.  These services are utilized by all of the nodes to form a cohesive network.  Once the network formation stage is complete, maintenance is necessary to ensure the uninterrupted flow of data through the network.  The routing protocol must adapt to disturbances caused by localized changes with regard to individual nodes, variations to the environment in which the network is functioning, and sudden differences in the required throughput of the network.  The ability for the protocol to adapt to these changes characterizes the “robustness” of the network.
A robust mobile wireless sensor network is able to deal with wide fluctuations in the topology of the network.  As nodes are moving on individual trajectories, their ability to communicate with other nodes in the network is constantly varying.  Traditionally, it is the function of the routing algorithm to adjust its table depending on the quality of the routes; however, these algorithms have finite response times that are only effective within certain ranges of node mobility.  This limitation, based on the node mobility, directly impacts the maximum throughput of the network [1].
Many wireless sensor network protocols were initially based on concepts utilized for wired communications.  However these fundamental concepts were developed under the assumption that the links and the quality of the channels are generally known.  Conversely, wireless sensor networks are susceptible to rapid changes in the environment caused by a myriad of potential noise sources.  These sources include jamming, physical obstructions in the path of communication, and multipath interference.  For a wireless sensor network to remain functional, it must be able to transmit information through the network in the presence of interference, regardless of the rate and extent of the disturbances.

Sudden changes in throughput requirements are often due to some trigger event at the application layer of the network.  For instance, in the shooter localization scenario, most of the network traffic could be considered sparse until a shot is detected.  Once a shot is detected many of the nodes transmit information back to a base station.  This results in a large increase in the demand for throughput on network [2].

Careful choices in the routing algorithm and control over the deployment of the network can be made to accomplish the required throughput under extreme loads.  Localized variations due to mobility of the individual nodes has been mitigated by selecting a routing algorithm that updates at a rate commensurate with the mobility of the network, however this is only effective over a limited mobility range.  Changes to the environment have been largely dealt with on the physical layer of the network.  Approaches such as using the received signal strength indicator to modify the transmit power have provided a means to establish a communication path under adverse conditions [3].  However, this is a costly brute force approach and there is a finite limit to how much power the transmitter can emit.  We propose a more robust network topology based on a cross data-link/network layer algorithm that both handles varying mobility rates and increases the robustness of the network in the presence of environmental interference.
Furthermore, in the OSI network model, there is no sharing of information between the network layers.  Thus the routing algorithms are constrained to the selection of the next-hop and the data-link layer’s sole function is to establish the communication link to the selected node.  The data-link layer is not able to employ its knowledge of other links to pass the information to the next-hop.  By utilizing information contained in both the data-link and network layers, a node can employ the services of additional nodes to collaboratively move data through a poor channel better than a single node.  This information can be used to aide the routing algorithms in handling variations in the network.  This will culminate in algorithms that are able to adaptively adjust to the quality of the underlying channels thereby converging on usable routes faster than traditional approaches.
The following section will provide relevant background information.  Next we will discuss the theory and the underlying benefits realized using collaborative nodes.  Then we will describe a few scenarios that could constitute a potential implementation of our protocol.  Lastly, we will  discuss our conclusions and present a direction for future work.
Background

A mobile ad-hoc wireless network (MANET) is a collection of nodes that form an adaptive network without a fixed topology.  There are many commonly used routing protocols for MANETs including DSR, DSDV, AODV, and TORA to name a few.  DSR (Dynamic Source Routing) discovers each route, as needed, from source to destination.  This information is both sent with the message for determining each next hop and also stored in a routing table for later use.  DSR does not perform well in mobile environments because the routes become stale; some currently used mitigating techniques are based on applying caching algorithms to the problem of route maintenance [4].  DSDV (Destination Sequenced Distance Vector) routing maintains large routing tables for all nodes in the network; this protocol generally consumes too many resources, both physical memory and bandwidth, to be practical for many MANETs.  AODV (Ad hoc on-demand distance vector) routing discovers routes when needed and discards them when no longer used.  TORA (Temporally Ordered Routing Algorithm) discovers routes when needed, but each node is only required to maintain information about adjacent nodes [5].  Both AODV and TORA function reasonably well in mobile environments, but in conjunction with the multi-node approach that we are proposing, their performance and robustness can be improved.
The network layer of the OSI model determines the routes that data takes on the way to its destination while the physical layer is responsible for transmitting the data over a channel.  Often times channel characteristics suffer degradation from sources such as multipath.  Multipath interference is the result of varying time delays of the propagation paths of a signal, resulting in intersymbol interference.  This interference causes substantial degradation of sustainable throughput.  However, multipath interference is based on the geometry of the environment within which the signal travels.  Current methods of overcoming multipath rely on changing some aspect of the signal with regard to its environment such as source location, or frequency [6].

One way in which wireless transceivers change the source location of a wireless signal is by using multiple antennas; this is referred to as diversity.  Laneman et. al, have shown that diversity can also be achieved by using multiple nodes to relay information [7].  Laneman has suggested that a multi-node approach may be used to successfully combat multipath interference while saving energy in an ad-hoc wireless network.  We will build on this fundamental concept by first demonstrating how this resistance to multipath can be achieved.  We will then propose a protocol which realizes these gains.  Our protocol uses a cross-layer design, which utilizes information from two of the layers of the OSI model (data-link and network) to make decisions at each layer.
Theory

Traditionally, a single node is responsible for the communication of data through a specific link.  There are a number of effects that can alter the information as it travels across this link; some of these effects include channel loss, background interference, environmental obstructions, and multi-path effects.  Channel loss is primarily related to the distance between two nodes and will be discussed in the following section.  Background interference can be modeled as Additive White Gaussian Noise (AWGN) and will be considered only in the determination of the Signal-to-Noise (S/N) threshold at the receiver.  All these effects combined will determine the probability that a message will be successfully received. 

Environmental obstructions and multi-path effects have a property in common that distinguishes them from other noise sources; under certain circumstances they can be considered independent random variables, each with its own probability density function.  Revisiting the idea of a network topology in which wireless nodes are randomly distributed in an urban environment, the nodes will be surrounded by stationary objects such as buildings and mobile objects such as automobiles.  The objects which obstruct the communication between any two nodes are random; however, at any given time instance, the probability of receiving a message is based on a deterministic function of the sender and receiver locations and the geometries of the obstructing objects.  Similarly, the multi-path effects on a specific link result in a deterministic function of the locations of the communicating nodes and the geometries of the surrounding objects.  This information is useful in analyzing a theoretical network, however, in practice, it is not feasible for the network to have real-time access to this information or to use it to make routing decisions. Therefore, in our analysis the interference from both environmental obstructions and multi-path effects can be modeled as independent random functions for each of the nodes in the network.  
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For the sake of simplicity, we have modeled the instances of multipath interference for each of the nodes as independent Gaussian white noise probability functions as shown in Figure 1.  The x-axis is an instance when a message is being transmitted from the node.  As the physical location of a node changes within the network, the multi-path effects will vary in a random manner.  This is shown on the y-axis as the probability of the bits of the message arriving correctly at the receiver.  A horizontal line is shown on each graph to represent the threshold above which the receiver is able to successfully receive the message.  From Figure 1, it is clear that when messages are sent from nodes A or B on their own, the probability of effectively receiving the message is severely compromised in the presence multi-path interference.  However, if for each message, both nodes A and B are collaboratively working to send the message to the receiver, there is a substantial increase in the probability of the message being successfully received.  This process can be extended to additional nodes to further increase the gains.

This approach demonstrates gains over traditional methods because the probability of receiving the message from multiple sources is greater than the probability of receiving the message from a single node.  The probability that a single node will successfully transmit the message in 2 transmissions, roughly the same amount of traffic as two nodes each transmitting once, is 
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.  When a node is susceptible to multipath interference, the probability of successfully transmitting the message is far below the required threshold, so much so that two transmissions of the message will not greatly increase the chance of successfully transmitting the message.  The probability of multiple nodes successfully transmitting the same message is 
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.  The gain in the multi-node approach comes from the realization that the multi-path effects for each node are independent of other nodes.  Therefore, the multi-node approach will have a high probability of success at all times except when nodes A and B are both experiencing interference.  
To demonstrate this property, consider two nodes, A and B.  Each of them experiences multipath interference 10% of the time.  Assume messages get through when there is no interference and messages do not get through when there is interference.  If nodes A and B must transmit 100 messages from unique locations, then about 90 messages will arrive at their destination regardless of how many times each node retransmits the failed message.  However, if nodes A and B both transmit each others’ message at each location, approximately 99 messages will arrive successfully. Therefore, a multi-node approach will provide significantly better results over a single node in situations where the probability of successful reception of the message is so poor that even with numerous retries the nodes are not able to effectively communicate.
The fundamental limitation of using multiple nodes to overcome multipath effects is a function of the node mobility and the data rate.  As nodes are moving within the network, the characteristics of the multi-path effects are constantly changing.  If nodes are moving fast enough, then the gains realized by duplicating the messages though multiple links is shadowed by a single node resending the message from different locations.  This may still be insufficient in cases where the data rate requires a faster message throughput than is achievable by leveraging the mobility of the nodes to overcome the multipath effects.
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Multiple nodes are not only useful in overcoming multipath effects but may be able to compensate for other sources of interference as long as each of the nodes contributes something to the overall success of transmitting the message.  A multi-node approach for transmitting messages to a receiver can also offset the effects of a physical obstruction.    A theoretical probability function for successful transmission of a message from node A is shown in Figure 2.  At the time when the 30th message is being transmitted an obstruction between node A and the destination has significantly reduced the ability for A to successfully communicate.  This obstruction effectively hampers communication for a duration of approximately 30 messages.  Node B is further away from the receiver than node A but with a path that is unaffected by the object obstructing node A.  During the time when the QoS of node A is significantly reduced, node B, despite having a reduced mean probability of successfully transmitting the message, is able to provide some increased throughput.  In this case, node B is able to greatly increase the overall QoS of the network.

This benefit is only realized under certain circumstances.  An explicit assumption has been made that each of the nodes has a unique path to the receiver.  The success of this approach is dependent on the proximity of the nodes in the network and the size of the obstruction.  Neighboring nodes may be able to communicate around small obstacles such as cars and trees, however, they may not be able to effectively communicate around a building.
Approach
The previous sections have laid the foundation for the theoretical benefits of using a multi-node approach to manage channel interference.  In this section we will illustrate a nominal implementation strategy for the multi-node approach which, in addition to the benefits discussed above, will be highly tolerant of varying network topology due to individual node mobility.  The following subsections will describe the implementation strategy and how it applies to two unique scenarios.  With each scenario, we will describe how the nodes determine that a problem exists with a link and consequently form the multi-node cluster, which allows traffic to flow with greater throughput than would have otherwise been achieved with a single node.  The implementation is layered on top of an existing MANET that is overseeing basic services such as time synchronization and traffic synchronization.
Scenario 1
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Figure 3 depicts a partial WSN with a distributed routing protocol at some initial time Ti.  Nodes X, Y, and Z are static while nodes A, B, and C are mobile.  In this scenario, node X is sending data through the network to node Z.  Based on the routing tables, the data from X is sent through intermediary hops A and C.  

While messages are being sent through the network, each node is responsible for the flow control between itself and the next hop.  As the topology of the network changes due to the motion of the nodes, the abi[image: image8.wmf]X
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lity for nodes to successfully communicate with each other drops off.  For the sake of simplicity, channel loss will be considered proportional with 1/r4, where r is the distance between two nodes.

The node configuration at some later time, Tn, is shown in Figure 4.  At Tn, nodes B and C have moved from their initial positions and the cost for node A to communicate with node C has grown to a level where messages can no longer be reliably received at C.  The data-link layer of node A will be the first to determine this fact based on measuring the number of unacknowledged sent packets.  This information is then sent to and acted upon by the network layer in order to prevent having the routing algorithm rediscover a path from X to Z. 
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Once node A has discovered that packets are no longer getting through the link to C, it sends a message Mhelp to all nodes within its transmission range.  All nodes receiving Mhelp determine if they have a known, direct path to node C in their routing table.  Nodes that receive Mhelp and have a known, direct path to C are qualifying nodes.  Each of the qualifying nodes sends a message Mhelp-ack back to node A.  Once Mhelp-ack has been sent, the qualifying node is part of a cluster; the cluster is then responsible for transmitting all subsequent messages from nodes A to C.  The cluster for this scenario is shown in Figure 4 and a message diagram is shown in Figure 5.
While the cluster exists, all of the messages from node A destined for node C are retransmitted by each of the nodes in the cluster according to the synchronization protocol in place in the network (i.e. TDMA, CDMA).   The retransmission of the message continues from each of the nodes in the cluster until the message is successfully received and acknowledged by node C.  In the event that node C successfully receives the message and sends an acknowledgement, and that acknowledgement is not received by any member of the cluster, there will be a mechanism in place for that node to stop repeating the packet transmission (i.e. a timeout, or synchronization message).

If a new route from A, through B, to C is determined to be successful in getting a number of messages through the cluster, relative to all of the other nodes in the cluster, then the routing table is updated with the new route (A-B-C) and the cluster is dissolved.  Under certain conditions the cluster may be the only mechanism robust enough to guarantee successful transmission of the messages; for these conditions the cluster will not disband.  It may be useful to embed information in the acknowledgement message sent by C, to help the cluster grade the individual links.

When a new route is found, the individual routing tables are updated.  Node A then sends a message Mdissolve to dissolve the cluster.  In addition, nodes that are part of the cluster, but fail to receive a message from A within some time, disband automatically.  This solves the problem of nodes remaining part of the cluster when they move out of the range the cluster is operating in.  To prevent dissolution in the absence of data, node A may have to send a special message to maintain the cluster in the absence of new messages; this may be packaged into an existing sync message based on the underlying network protocol.

Scenario 2

This scenario begins with the same initial network topology, as shown in Figure 1.  However, at some later time Tn’ node has A moved out of range of both C and any nodes that can communicate with C, as shown in Figure 6.  When node A has discovered that it can no longer reliably communicate with C, it sends Mhelp.  

When Node X receives Mhelp from A, it rebroadcasts a modified copy, Mhelp’, with the additional embedded information that X is the originator of Mhelp’ on behalf of A.  Nodes that receive Mhelp’ and have a known, direct path to node C are qualifying nodes.  Each of the qualifying nodes sends a message Mhelp’-ack back to node X.  Once Mhelp’-ack has been sent, the qualifying node is part of a cluster; the cluster is responsible for transmitting the message from X to C.

While the cluster exists, all of the messages from node X destined for node C are retransmitted by each of the nodes in the cluster.  If a new path from X, through node B, to C is determined to be successful in relaying the message then the routing table is updated with the new path (X-B-C) and the cluster is dissolved.  Node X then sends a message Mdissolve to dissolve the cluster.  When node A receives the Mdissolve, it also updates its own routing table to reflect that it no longer has a path to node C. 

Additional considerations 
Our approach combines the steps in scenarios 1 and 2.  However, there are additional considerations that must be made when implementing this protocol.  For instance, a node may receive both Mhelp and Mhelp’.  Each of these messages represents a potential link from the node to the rest of the cluster.  The node must decide which cluster to join based on the link with the lowest perceived cost. 

Some implementations will require that there be some communication between node A and node X in order to coordinate the nodes in each of the clusters.  This will contribute to the overhead of the clustering algorithm, but may be minimized by limiting these messages to the formation and disbanding of the clusters.

In some deterministic implementations, the receiver of the data may be able to determine that it is not receiving messages.  In this case, it may be able to send out a message which will aide in cluster formation.  This will be implementation specific however, and will most likely not be part of an ad-hoc network scheme.

More advanced implementations will have the potential to increase the size of the cluster after the initial formation to increase throughput on demand.  However, additional work must be done to define these steps in order to avoid devolving into a flood routing algorithm. 
Conclusions

We have proposed a framework for a multi-node protocol that will help combat multipath and obstruction interference as well as maintain connectivity in a highly mobile environment.  Robustness from interference comes from diversifying the links over which information is sent.  Using information across multiple layers of the OSI stack allows the nodes to react to rapidly changing topologies faster then would otherwise be possible.  The diversity of the links also allows nodes to gracefully hand off communications, based on proximity, as they move through the network.  This reduces the work of the traditional routing algorithm, by replacing it with a more adaptive, distributed algorithm that inherently maintains network connectivity in highly mobile environments.  While the concept of diversifying the links to increase robustness in wireless networks may seem simple, there is a substantial amount of work to be done in implementing such a protocol.
Future Work

Our multiple-node approach is successful in diversifying the communication links, but it comes at the cost of a significant increase in message traffic.  This increase can be offset by taking advantage of certain Forward Error Correction (FEC) codes [8].  Instead of each node in the cluster retransmitting a copy of the original message, they would send an iterative FEC, such as a Turbo Code.  Each message sent by the cluster would then add information to the receiver; this information is relative to the coding gain associated with the code and will significantly reduce the number of messages required.

In a power-sensitive application, Forward Error Correction may be initially disabled because of the overhead associated with sending unneeded FEC codes.  In this case, a threshold will be used to determine when the cluster nodes should send the FEC rather than the message.

The next step is to develop an implementation that takes into consideration the issues that are both called out in this paper and specific to a potential application.  Once an implementation has been designed, we can quantify values for overhead, energy, throughput, and robustness.
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