Topic 5: Functions of multivariate random variables

e Functions of several random variables

e Random vectors
— Mean and covariance matrix

— Cross-covariance, cross-correlation

e Jointly Gaussian random variables
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Joint distribution and densities

e Consider n random variables {X1,..., X, }.
e The joint distribution is defined as
Fx, . .x,(@x1,...,2,) = PX; <z,..., X,, <]
— Discrete r.v.’s: The joint pmf is defined as

Pxy,. X, (1, xn) = PXy =2x1,..., X, = 2y

— Jointly continuous r.v.’s: The joint pdf can be obtained from the

joint cdf as

an
le,...,Xn (X) = mFxl,...,Xn (fla <oy xn)

e The marginal density is obtained by integrating (summing) the joint
pdf (pmf) over all other random variables

le ZCl / /le, L X ZL‘l,ZL’Q,...,JJn)dZUQ...dLUn
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One function of several random variables

e Let Y be a function of several random variables
Y =9(X1,Xs,...,X,)
To find the cdf of Y, first find the event
{Y <y} ={R.[x€ Ry ,9(x) <y}

then establish

Fy(y):P[XERx]:/---/GR fx(x1,...,zn)dxy ... dzy,
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Sum of 2 random variables

e Let X and Y be two random variables and define
Z=X+Y.

Since P[Z < z] = P[X +Y < z], the cdf of Z can be expressed as

Fy(z) = /_ O; /_ : ey (2, y)dady

Thus the pdf of 7 is

_ sz(Z) _

fz(2) P /_00 fxy(x,z—x)dz

e If X and Y are independent then the pdf of Z is the convolution of the
two pdf’s

f22)= | T @)y (o — 2)da

e Example: Sum of two (correlated) Gaussian random variables is a
Gaussian 1.v.
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Linear transformation of random vectors

e Let the random vector Y be a linear transformation of X
Y = AX
Assume that A is invertible, then X = A=Y, and the pdf of Y is
fr(y) = fx (A7ly) / det(A)

e Example: Linear transformation of 2 jointly Gaussian RVs X and Y

V 1 1 1 X

1174 V2| -1 1 Y

where

ey (2.9) 1 { % — 2pxy + > }
XY T,Y) = —F——€XpP§ — .
2m/1 — p? 2(1 = p?)

Show that V and W are independent, zero-mean Gaussian RVs with
variance 1 4+ p and 1 — p.
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Transformation of multiple random variables

e Consider multiple functions of multiple jointly continuous random
variables X; as

Yk:gk(Xl,Xg,...,Xn), k:L...,n
Assume that the inverse functions exist such that
Xi:hi(Yl,Yg,...,Yn), izl,...,n

or in the vector form, X = H(Y'). Consider the case that these
functions are continuous and has continuous partial derivatives. Let

Ohy Ohy
dy1 " Oyn
dH =
Ohy Ohy,
L 0y1 T OYn i

then the joint pdf of Y is obtained as

fy(y) = [det(dH)| fx (H(y))

where det(dH) is the Jacobian of H.
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e Example: Transformation from the Catersian to polar coordinate.
Let X, Y ~ N(0,1) be independent. Find the joint pdf of V and W as

VvV = (X2+Y2)1/2
W o= Z(X,Y), Welo,2q]

Inverse transformation: * = vcosw and y = vsinw. The Jacobian is

cosw —vSsinw

/: = .

sinw  vcosw
Since fxy (z,y) = 5= exp{—(z* 4+ y?)/2}, we have
1 _ 2/2
fV’W(v,w)ZZ—ve viel >0, 0<w< 2.
7
From this, we can calculate the pdf of V' as a Rayleigh density
fr(w) =ve™ /w0,

The angle W is uniform: fy (w) = 5=, w € [0, 27].

= The radius V and the angle W are independent!
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Random vectors, mean and covariance matrices

Consider a random column vector X = [X1,..., X,]T, X; are RVs.

The vector mean is myx = F[X] with elements X; = E[X;],i=1,...,n

The covariance matriz of a vector X is defined as

Yx =E[(X—mx)(X —mx)"]
which has the element at the position (i, 7) as

Sx(6,5) = E [(Xi — mx,)(X; —mx, )]

Properties of the covariance matrix
a) Yy is symmetric
b) The diagonal values are ¥ x (i,7) = var(X;)

c) Yx is non-negative semidefinite, that is
al’Y,a>0 for any real vector a

Equivalently, the eigenvalues of ¥ x are non-negative.

e The correlation matriz is defined as Rx = E[XX”]. Note that

— T
ZX = RX — M xIMy.
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Cross-covariance and cross-correlation matrices

e The cross-covariance matriz between two random vectors X and Y is
Sxy =B [(X —mx)(Y —my)7]

a) Yy is not necessarily symmetric.
b) Y¥xy = X% (the order of X and Y matters).
c) If X and Y are uncorrelated, then X xy = 3y x = 0.

d) If we stack two vectors as Z = then the covariance matrix of
Y
Z is given by
Y )3
v, = b'e XY
Yyx Xy

If X and Y are uncorrelated, then ¥ is block-diagonal.
e The cross-correlation matriz between X and Y is
Rxy = E[XY"]| =Sxy + mxmj
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Jointly Gaussian random variables

e Consider a Gaussian vector X = [X1,..., X,,]T in which X; are jointly
Gaussian with

— Mean myx = E[X]
— Covariance
Sx = E[(X - mx)(X —myx)"]

e The pdf of X is

1 1 »
(27)"/2 det(Sx )2 {_i(x —mx) Ty (x - mX)}

e Linear transformation of a Gaussian vector

fx(x) =

Y = AX
is a Gaussian vector with mean and covariance as

my = AmX
Yy = AXAT
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